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Abstract      In this paper, a simple hybrid lossy image compression system is proposed, it is based on combining 

effective techniques, starts by wavelet transform that decompose the image signal followed by polynomial 

approximation model of linear based to compressed approximation image band. The error caused by applying 

polynonial approximation is coded using bit plane slice coding, on the other hand the absolute moment block truncation 

coding exploited to coded the detail sub bands. Then, the compressed information encoded using LZW, run length 

coding and Huffman coding techniques. The test results indicate that the proposed system can produce a balance 

between the compression performance and preserving the image quality. 
 

1. Introduction 
Image compression addresses the problem of reducing the amount of information required to represent a 

digital image [1-2]. Redundancy is a basic issue in digital image compression [3]. Image compression 

techniques are categorized into two main types depending on the redundancy removal way, namely 

Lossless and lossy [4]. Lossless image compression also called information preserving or error free 

techniques, as their name implicitly indicates, no loss of information, in which the data have been losslessly 

compressed, in other words, the original data can be reconstructed exactly from the compressed data based 

on the utilization of statistical redundancy alone (i.e. inter pixel redundancy and/or coding redundancy) 

with low compression rate, such as Huffman coding, Arithmetic coding, Run Length coding and Lempel-

Ziv algorithm [5-8]. In lossy image compression that characterized by degrade image quality, in which the 

data have been lossly compressed, in other words, the original data can not be reconstructed exactly from 

the compressed data there is some degradation on image quality based on utilization of psycho-visual 

redundancy, either alone or combined with statistical redundancy with higher compression rate, such as 

Vector Quantization, Fractal, JPEG and Block Truncation coding [9-10]. Review on various lossless and 

lossy techniques can be found in [6-22]. 

Recently, a vast amount of work had been done to improve the performance of image compression 

techniques, with tools such as Wavelet that become used with an international standards JPEG2000 

techniques, where image coder based on wavelet transform the image is decomposed into sub bands images 

prior to the encoding stage. In other words, wavelet transform tries to isolate different characteristic of a 

signal in way that collects the signal energy into few component, generally the implementation of wavelet 

lies in design of filters for sub-band coding [11, 12 -23]. Today, there is trend in the using of predictive 
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coding, where many researchers have exploited to compress images, using a mathematical model that 

implicitly requires the form of the dependency (causal/ acausal), the order of the model (number of 

neighbours expolited) and the structure (1-D/2-D). Different modelling structures discussed in [7-18]. The 

predictive coding of polynomial based represents an alternative effective way to overcome traditional 

predictive coding restrictions mentioned above [19-11]. On the other hand, there is traditional simple fast 

techniques like bit-plane slicing image that sliced the image onto layers [20-21, 27] and block truncation 

coding (BTC) that ultized the first and second moments  intelgently [13-15,19] with it is improved version 

that refereed as absolute moment block truncation coding(AMBTC) [16-17]. All the efficient standard 

techniques of hybrid base to increase the efficiency of performance, such as JPEG that exploited the 

discrete cosine transform (DCT) with predictive coding, review of  hybrid techniques can be found in  

[24,25,26].  

In this paper, a simple hybrid lossy techniques suggested for compressing gray images, based on utilizing 

the wavelet transform, polynomial representation of linear based along with the bit-plane slicing and 

AMBTC  that exploted in an efficient way to improve the compression rate while preserving the image 

quality. The rest of the paper is organized as follows, section 2 contains comprehensive clarification of the 

proposed system; the result of the proposed system is given in section 3. 

 

2. The Proposed System  
In order to implement the proposed hybrid lossy image compression system, following steps are applied 

and Figure (1) clearly illustrated the system:  

Step1:  Load the input uncompressed image I of size N×N. 

Step 2: Apply two-layered wavelet transform of multiresolution based, by decomposing the image I into first layered 

wavelet of approximation (LL1) and detail sub bands (LH1,HL1,HH1), then subsequently the LL1 decomposed into 

approximation subband (LL2) and detail sub bands (LH2,HL2,HH2) 

Step 3: Perform the polynomial prediction of linear based for the second approximation subband (LL2) using the steps 

below: 

1- Partition the LL2 sub band into non-overlapped blocks of fixed size n×n, and performs the polynomial representation 

to the LL2 band blocks according to equations (1,2,3) [12]: 
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Where 
),(2 jiLL is the second approximation subband of the original image block of size (n×n) and  
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2-Apply uniform scalar quantization to quantize the polynomial approximation coefficients, where each coefficient is 

quantized using different quantization step. 
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Where 
0aQ ,

1aQ ,
2aQ  are the polynomial quantized values

0aSQ ,
1aSQ

2aSQ  are the quantization steps of the 

polynomial coefficients. The quantization step values affected the image quality and the compression ratio, and 
0aD  

,
1aD ,

2aD  are polynomial dequantized values. 

3- Construct the predicted image value I
~

using the dequantized polynomial coefficients for each encoded block 

representation: 
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4- Find the residual or prediction error as difference between the original I and the predicted one I
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5- Mapping the residual image to positive values (i.e., all negative values are mapped to be odd while the positive 

values will be even) as in equation (10) to avoid coding complexity due to existence of positive and negative values. 
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Where iX is the 
thi element residual value. 

6- Apply the bit plane slicing techniques of the resultant mapped residual image, the technique basically based on slice 

the image onto layers, range from layer0 corresponds to the  Least Significant Layer (LSB) to layer7 corresponds to the 

Most Significant Layer (MSB), only the high order layers from layer4 to layer7 are normally used, where the significant 

details preserved.    

7- Perform the scalar uniform quantizer to quantize the slice residual mapped image of high order layers, in other words 

the sliced residual image from layer4 to layer7 quantized with different quantization step as in equations (11,12,13,14). 
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8- Create the quantized residual mapped image ),(
~

jiR from the dequantized high layers above. 

Step 4: For the other detail sub-bands of the first  and second layer ),,,,( 111222 HHandHLLHHHHLLH  the 

absolute moment block truncation coding (AMBTC) exploited, the following steps are applied for each subband: 

1- Partition the subband into non-overlapped blocks of fixed size m×m where m<=n (use 2×2 or 4×4). 

2- Compute the mean of the partitioned block as equation (15). 
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Where ix represent the 
thi  pixel value of the image block and m is the total number of pixels of block. 

3- Pixels in the image block are then divided into two ranges of values. The upper range is those gray levels which are 

greater than the block average gray level )(x  and the remaining brought into the lower range. The mean of higher 

XH and the lower range XL are computed as equation (16 and 17). 
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Where K is the number of pixels whose gray level is greater than x . 

4- Create the Binary image denoted by B, where the 1 corresponds to pixel value greater than or equal to x , otherwise 

the 0 used for pixel value smaller than to x  
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Step 5:  Use encoder to code the compress information that composed of binary image if detail subbands layers and the 

coefficients and quantized residual image, the encoder use LZW, Run Length Coding, which is passed through 

Huffman Coding. 

Step 6: The decoder or reconstruction unit, starts by reconstruction the compressed values then applying the inverse 

process that reconstruct or rebuild the detail sub bands by replacing the 1 with XH and 0 with XL as equation(19) 
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Also the coefficients with the residual utilized to reconstruct the approximation subband of the second layer as 

equation(20)  

)20....(..........).........,(
~

),(
~

),(ˆ
2 jiIjiRjiLL   

Lastly by applying the inverse wavelet transform to reconstruct the compressed image Î as equation(21). 
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3. Experiments and Results 
For testing the proposed system performance; four standard images are selected, the images of 256 gray levels(8 

bits/pixel) of size 256×256( see Figure 2 for an overview). To evaluate the compression efficiency and image quality 

based on the compression ratio(CR), which is the ratio of the original image size to the compressed size, peak signal to 

noise ratio(PSNR) a large value implicitly means high image quality and close to the original image and vice versa with 

normalizes mean square error (NRMSE) where the range of the values between 0 and 1, if the value is close to zero 

refers to high image quality and vice versa as equations(22,23). 
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The result of the proposed system illustrates that the high compression rate is achieved because of 

utilization of effective multiresolution along with the efficient linear polynomial model of quantize three 

coefficients( 210 ,, aaa ) and quantize the high order layer of residual image in which no need to extra 

information to be used. Implicitly meaning that the compression rate is directly affected by coefficients size 

compared to residual size, also the other detail subbands consumption of bytes compared to the linear 

polynomial part.  

Certainly, the quality of the compressed image is improves the number of quantization levels of both the 

approximation representation coefficients and for the high order layer of residual image increase. The 

higher the quality required the larger the number of quantization level that must be used. 

The result are shown in Table 1 lists the results for different values of the quantization step for the 

polynomial coefficients and for the high order layer of residual image, were selected to be between 16 to 64 

levels for block size (2×2) and (4×4) to polynomial coefficients and absolute moment block truncation 

coding (AMBTC), also block size play an essential role in the process, the block size of (2×2) gives high 

image quality, while increase the block size to (4×4) the image quality become less( see Figure 3). Where 

compression ratio becomes higher and produce the trade-off between the quality desired and compression 

ratio. In other words , increase the block size gets bigger the higher compression ratio with higher error and 

vice versa. The quality of the compressed image is directly uninfluenced by using different quantization 

levels of the polynomial coefficients because of dominating the quantize high order layer of residual image, 

and also the other detail subbands are quantized based on two levels. Also the result demonstrates that the 

compression rates is directly affected by the size of polynomial approximation coefficients not the size of 

residual.  

The tests indicate that the proposed system fast and simple to implement, high compression is attained 

because of utilization to quantize linear polynomial coefficients and quantize the high order layer of 

residual image and also quantize the other detail subband on using AMBTC of two levels quantization.     
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Fig 1. Proposed compression system structure 

                     

   

 

Fig 2.Overview of the tested images (a)Lena image, (b)Pepper image, (c)Camera-man image and (d)Girl image,   

all images of size 256×256, gray scale images. 
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Table (1) lists the results for different values of the quantization step for the polynomial 

coefficients and for the high order layer of residual image, were selected to be between 16 to 

64 level. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Block size {4*4} Block size {2*2} Quantization  Residual 
steps for Bit Plane slicing 
to Most Significant 
Bit(MSB), b4,b5,b6,b7 

Coefficients 
Quantization 
levels & steps 

Orig. 
Size 
image 

Test 
image 

CR PSNR NRMSE Comp
. Size 

CR PSNR NRMSE Comp
. Size 

Rb7 Rb6 Rb5 Rb4 Qa2 Qa1 Qa0   

8838.84 1935272 939754 2.81 8535988 .138119 939588 1438 24 8 .1 24 48 .1 .1 455.4 Lena 

8731921 1935852 93975. 2..1 8439115 .93.419 939487 2818 24 24 24 24 .1 .1 .1 455.4  

873.878 193.485 93979. 2.18 8438978 1731.87 939988 2829 .1 .1 .1 .1 .1 24 .1 455.4  

8731951 1935494 939752 2..9 8437854 .931995 939479 2.74 24 24 .1 24 .1 .1 24 455.4  

8837995 1935121 939754 2.89 853.859 .138891 939581 2888 24 8 24 24 48 .1 48 455.4  

8838.84 1934898 9397.8 2.81 8532791 ..39888 939598 2859 .1 .1 .1 .1 48 48 48 455.4  

8837894 1934757 9397.9 2..8 8538889 .134489 939518 2881 48 .1 24 48 .1 48 48 455.4  

873.878 1438782 939881 2.18 85387.4 .939549 939589 2818 24 8 .1 24 48 .1 .1 455.4 Pepper 

87381.8 14394.7 939719 2.14 8537597 1937191 939988 2814 24 24 24 24 .1 .1 .1 455.4  

8739778 1534.29 939798 2.24 8435855 1932995 939825 2898 .1 .1 .1 .1 .1 24 .1 455.4  

87359.8 1432181 939719 2.11 8434982 193791. 939959 2898 24 24 .1 24 .1 .1 24 455.4  

87381.8 1435999 939882 2.14 853.11. .939845 9395.8 2884 24 8 24 24 48 .1 48 455.4  

873.878 1437799 9398.1 2.18 8539917 .139248 939849 2858 .1 .1 .1 .1 48 48 48 455.4  

8738785 1435188 939897 2.18 45.2597 31.0335 93951. 2888 48 .1 24 48 .1 48 48 455.4  

8834875 1435827 939872 2.84 8438228 .234574 939879 2899 24 8 .1 24 48 .1 .1 455.4 Camera

- man 

87395.7 143891. 93979. 2..4 8939895 1739247 939412 2.71 24 24 24 24 .1 .1 .1 455.4  

8731951 143.882 939724 2..9 8938122 183.8.7 939918 2.81 .1 .1 .1 .1 .1 24 .1 455.4  

8837894 1438.44 939794 2..8 8935588 1734992 939415 2.98 24 24 .1 24 .1 .1 24 455.4  

8835851 14359.5 939871 2.59 8431815 .234984 939874 2824 24 8 24 24 48 .1 48 455.4  

8834291 14359.. 939871 2.88 8538178 .138891 939851 28.9 .1 .1 .1 .1 48 48 48 455.4  

8839427 1438585 939798 2.88 8431815 .139.72 939894 2824 48 .1 24 48 .1 48 48 455.4  

8837894 .135.85 939887 2..8 8431815 .435995 9395.. 2824 24 8 .1 24 48 .1 .1 455.4 Girl 

8837995 .131899 939898 2.89 8435855 .438889 939582 2898 24 24 24 24 .1 .1 .1 455.4  

873.878 .131429 939894 2.18 8437854 ..39215 939982 2.74 .1 .1 .1 .1 .1 24 .1 455.4  

873.878 .1311.4 939889 2.18 8939217 .43.2.5 939587 2.78 24 24 .1 24 .1 .1 24 455.4  

8839427 .135.51 939887 2.88 8534.97 .43554. 9395.8 28.4 24 8 24 24 48 .1 48 455.4  

88389.8 .1355.5 939889 2.51 8538889 .93914. 939849 2881 .1 .1 .1 .1 48 48 48 455.4  

8834291 .13...9 939847 2.88 8535222 .934788 939847 2889 48 .1 24 48 .1 48 48 455.4  

                                    

Same block size 
{2×2} of 

polynomial & 

AMBTC 

CR=8532791 
NRMSE=939598 

PSNR=..39888 

 

 

 

Same block size 
{4×4} of 

polynomial & 

AMBTC 

CR=8838.84 
NRMSE=9397.8 

PSNR=1934898 

a 
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Fig 3. Compressed test images with different block size and different quality (a) Lena image, 

(b)Pepper image,(c) Camera-man    image and (d) Girl image respectively. 
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