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 The NS-3 Test Framework provides a focus on multidisciplinary development and high-

level design, and is now being used by various experts around the world. Surprisingly, its 

Data Collection Protocol (DCP) implementation is late and is not planned to be used as a 

reference point for Transmission Control Protocol (TCP), focused research, where the 

Herald has provided NS-3 to accept NS-2 submissions. The latest-best configuration 

consists of a number of PCs connected to each other by two sweets and switches. As a result 

of the overlapping character, being a significant number of PCs, channels can create a 

complex problem. If a case of sensitivity is sent to the TCP bundles, each word flow should 

be taken with the appropriate treatment when there is a deadline. Drop-tail is a common 

scheme for using the power of measurement, and with this provision, the feeling cannot be 

limited to the illumination of long lines, which increases the delay in these methods. As a 

result, the flow efficiency decreases. The Board Active Queue Management (AQM) is 

largely oblivious to the fact that conspiracy and sensitivity are not the basic mechanisms 

that must be considered in solving this major problem. Another area to look for is 

depression, and the range of serious problems. In this work, a framework was developed 

based on drop- tail and different active queue management schemes such as DLP, Drop-

Tail delivers, Packet First in First Out (PFIFO), Random Early Detection (RED) and Code 

Exploration Introduction. The evaluation is performed using an open-framework 

framework (NS-3) assessment framework. In the end, the results of the review suggest that 

Code and RED, a unique line of management figures, have shown much needed 

performance. 
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1. INTRODUCTION 

 

The size and detailed design of the components of the 

current system are increasing rapidly. Most importantly, that 

the latest manufacturing industries with a gadget engine needs 

more clarity and better performance [1]. To meet these needs, 

a flexible study of compromise and communication between 

different domains has been prepared. Courses on Ethernet or 

Persistent Ethernet (RTE) have been improved [2]. RTE 

meetings include Ether CAD, Xerox, Power Link, Project IRT 

and Mudbugs. The RTE conference is a standard adopted by 

the Modicums Association [3]. Mudbugs interface is often 

used for communication between lover’s devices, for example, 

downloadable systems (PLC) and micro-sized objects (MCUs), 

PC-type computer gadgets (CNC), and remote data controls. 

Acquisition Properties (SCADA). The SCADA framework is 

used to consider complex systems that may affect risk or 

malfunction. Along these lines, Mudbugs / TCP meet the 

requirements to ensure maximum reliability [4]. The most 

frustrating number of points hosted in Mudbugs / TCP 

programs is the number of IP addresses sent within the allowed 

range as a result, we do not know about the worst 

organizational points if the merger is not good [5]. This paper 

presents configuration data in Mudbugs / DCP and Framework 

Testing Framework 3 (NS-3) and shows how to create a 

Mudbugs / DCP interface with NS-3 [6]. In a given case, we 

simulate the Mudbugs / TCP scenario and measure the 

function of documents, for example, the number of focal 

points, topography, differences and response times based on 

the tic. To demonstrate the introduction, we use a literature 

search program called Diacritic [7]. With these deliberate 

frameworks, it is possible to determine which program is 

compatible with Mudbugs / TCP and when the building 

collapses in communications [8]. The Figure 1 shows the 

architecture and layer of TCP/IP and OSI Model IOT model 

[9]. 

 

 
 

Figure 1. Layes of OSI model and TCP/IP model IOT model 

[10] 

 

The significance of this research for versions makes the 

practical evaluation a challenge as well as the interpretation of 

results, because the NS-3 and TCP implementation 
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significantly evolved in the meantime. In addition, the goal of 

this research is to allow researchers develop and evaluate new 

features of TCP by using our simulator in a much faster way 

than they would with a NS3 implementation. 

 

 

2. BACKGROUND AND RELATED WORK 
 

In this section, we begin by summarizing the domain of the 

TCP compilation control documentation and the TCP 

extensions for measuring windows and timelines. After that, 

we present an assessment of related activities. 

 

2.1 Background for TCP 

 

In RFC 793 the 16 bit is specified as the header field for the 

TCP clock. Thus, the largest representation window is 

therefore 65535 bytes: This restriction may be problematic for 

high latency, delay information channels as it restricts the 

capacity for these communication [10]. To avoid this problem, 

RFC 1323 introduced a window-like extension. This extends 

the TCP Windows definition to 32 bits, using the 32-map 

enlargement feature of the Windows 16 service field. This 

calibration item is used in the new TCP window selection 

process, set only in SYN stages: therefore, the window scaling 

feature is adjusted for each location when the link is opened. 

Other extensions brought by the Timestamp option [11]. It 

describes a method that allows each component (including 

transactions) to be performed at the lowest computational cost. 

In this way, time cycle calculation (RTT) and time transfer 

(RTO) calculation can be very accurate, which is often a 

necessary component of TCP efficiency. Timers also have 

other uses, such as protecting serial numbers from folding 

[12]–[14]. In addition to the options, the researchers also 

developed a way to control the initial TCP encounter. The 

communication is applicabe when use the high-speed 

communication (Ex. satellites). 

 

2.2 High speed TCP 

 

TCP Highspeed is built by wide interconnect windows for 

high voltage channels or, more generally, TCP connections. In 

addition, cWnd highspeed accelerates test measures in relation 

to the normal TCP and accelerates cWnd recovery in loss. 

This behaviour only happens when the window reaches a 

certain level, meaning that TCP High-speed is nice to the 

normal TCP in a heavily populated setting, without causing 

new congestion risks [15]. 

 

2.3 TCP Bick 

 

Variation of TCP bike Reducing RTT damage (e.g., 

disadvantages between streams, with different RTTs, striving 

for a single blocking link) can be classified as high speed TCP. 

In particular, the congestion control problem with TCP bid is 

considered a search problem [16]. The binary search approach 

will be used to update the cWnd value (returned as cWndmin) 

of the current Windows value as the start and the last Windows 

cWndmax value (e.g. the cWnd value before the crash event) 

as the target point. When the gap is too wide from the current 

period, using the same growth strategy between these. 

Therefore, when the time of loss, stroke and windows 

association approaches cWndmaxuntil, the difference between 

cWndmaxand cWnd is below the predetermined limit. Once 

such a value is reached (or high windows are unknown, e.g. 

binary search does not enable at all) the algorithm changes to 

look for the new top window with the "high startup" scheme. 

If these two steps are damaged, the current window (before 

damage) is considered to be the new upper and then the 

reduced (double) window size will then be regarded as the new 

minimum. 

 

2.4 TCP Cubic 

 

TCP Cubic is an agreement that maintains the BIC's market 

potential and its strength. The main feature is that the window 

expansion function is punished in real time to be independent 

of RTT. Further, Cubic convex window is calculated by the 

function C (t-K) 3 + cWndmax, where C is a factor, Period 

(Time) elapsed since the last window is decreased, 

cWndmaxis window size is the final decrease of win3 

cWndmaxβdow, and K=C, sufficient substance for permanent 

deterioration. Its goal is to overcome the problems of standard 

saturation control algorithms and optimize output over 

multiple BDP channels. Noordwijk replaces the standard 

"window-based" transmission with "basic" transmission [17]. 

The packet explosion distribution is divided into two 

categories: the size of the explosion, the number of 

components to be shipped during the shoot, and the duration 

of the explosion transmission, which is the time between the 

two deliveries. Both of these variables are updated based on 

ACK-based measurements, e.g. ACK amplitude and RTT 

variability. It also has some drawbacks: it operates under the 

hood of a controlled environment with known features, and 

does not guarantee the right behavior with competitive 

streams, and active resource sharing in the case of short 

transfers. Also, the use of its line (with outgoing delays) is very 

large [18]. On the other hand, the TCP services on a per 

connection basis such as in-order delivery. Ordering is indeed 

unnecessary when downloading an archive, because head-of-

line blocking may slow down the connection. 

 

2.5 TCP Tahoe 

 

TCP Tahoe is the first version of TCP, an integration control 

system developed by von Jacobson with three advanced 

algorithms: slow start, focus block and fast distribution. With 

a TCP (sender) source, the idea is to routinely track the route 

through the ink, without knowing the state of the network [19]. 

 

 
 

Figure 2. TCP class diagram 



 

2.6 Related work 

 

Practical TCP integration control methods can be 

distinguished from risk-based control methods and delay-

based control methods. Lost loss control coordinates (such as 

BIC-TCP or TCP-New Reno) use packet loss as a connection 

signal [20]. Delay-based compression controls (such as Vegas-

DCP) use network delays to indicate congestion. Hardik 

investigated the impact of the original PBR and fixed-flow 

policies on the various risk factors used by the risk factors 

CCA and Cubic. Continuing with RTD, compared to or 

compared to Cubic, shows that PPR can achieve better 

performance than most CCAs proposed on the network. In this 

study, we compare the performance of BIC and BBR and 

analyze the four IB regions in the experiment [21]. Goal-based 

loss control or delay-based delay favors less RTD travel, but 

PPR offers more resistance compared to less-effective RTD. 

In-depth analysis reveals the cause of the PPR dependence of 

the slow flow of RTD.  

The PBR wavelength energy is supported by the model and 

shows a closed melatonin form for the PBR RTD integrity of 

the PBR. In opposition to the authors above, we explain the 

reason for the logical problem of PBR and other TCP policies 

that arise from the merger control policy. While AQM modes 

share the common goal of reducing TCP congestion, the most 

effective user control is when AQM and TCP work together. 

This experiment is analyzing the performance of different 

pairs of TCP and AQM algorithms [22]. The experiment 

extended towards the confirming that Codel provided better 

performance of the equations with higher ordering violence. 

The authors used two PBR streams that compete on the same 

trajectory with different RED parameters and enable short RD 

routing to return short bandwidth role. To the best of our 

knowledge, we are the first to evaluate BBR in accordance 

with various AQM methods. We found that the PBR and Codel 

pair could achieve better performance [23]. 

Much research work has been done on developing methods 

and methods for statistical control over similarities, which is a 

summary of such research under Table 1. 

 

Table 1. Summary of related works 

 
Authors Main objectives Scenario Constraints 

[24] 

Focused on compound TCP as it is the 

default protocol in the Windows 

operating system and started by 

conducting a local stability analysis for 

the underlying fluid models. 

Analyzed a model for transport 

control protocol (TCP). 

Evaluates the performance 

using TCP. 

[25] 
To improve performance of TCP over 

protocol networks. 

Analyzed a model for user 

defined protocol (UDP). 

Found that MX-TCP is 

more appropriate for lossy-

links such as driving on 

highway or low bandwidth 

and accessing public 

hotspots or Internet. 

[25] 
To Provide the omultipath TCP 

implementation using NS-3 model. 

Used the Network Traffic 

Congestion Control scheme, 

called SB-CC, which leverages 

ECN (Explicit Congestion 

Notification) mechanism to 

detect shared bottlenecks among 

subflows. 

The multipath network 

implementation and 

estimate the congestion 

degree of each subflow. 

[26] 
The performance improvement 

mechanism for TCP in NS-3. 

Cutting payload (CP) and 

congestion control. 

TCP protocol is not use the 

actual channel bandwidth 

and congestion occurrence 

during the data 

transmission. 

[27] 

To enhance networks running multiple 

TCP variants, parameters of any of the 

TCP variants can influence local 

stability. 

Simulator (NS3) exhibit limit 

cycles in the queue size. 

We analyze local stability, 

and performance of 

TCP/NC coexistence. 

 

 

3. PROPSED METHODELOGY 

 

The NS 3 (Network Simulator 3) it’s an event network 

simulator that uses simulation architectures and models in C 

++ and also Python. This is a free program, designed primarily 

for research and educational use, that runss in a Linux 

environment [28]. Ns-3 software company was built with base 

units. Main unit contains some basic code. E.g smart 

directions, organizers and more. This unit communicates with 

the network unit, which includes (code, packet, address types 

(IPv3and Mac) and network device types). 

 

3.1 TCP socket communication with the interface via the 

system layer 

 

The following is an analysis of TCP socket's general 

appearance, and how it can be used to communicate with the 

socket. Analysis of socket foot chassis is also carried out. For 

clarification, please notice that we will use the words (sender 



 

and receiver) to specifically define the socket feature. 

However, these two functions should be used concurrently in 

DCP (i.e. socket sender and recipient concurrently): our 

discrepancies are limitless, as the same definition refers to all 

sites because the entire is complete [29]. 

 

 
 

Figure 3. TCP Step Machine [29] 

 

3.2 Modbus implementation on NS-3 

 

In this section, we will focus more on defining flow and 

source relationships instead of source definition because all 

resources are written in the popular C ++ programming 

language. We create and modify bus-level, star-level, 

Modbus-Assist, Modbus-PT, ‘Modbus-Client’, ‘Modbus-

Server’, ‘Modbus-MGR’ and ‘MPAP’. The organizational 

framework of these groups is. For lower layer model, here is 

the entire phase of the whole sub-plane and the upper(highest) 

layer. All functions in the Modbus / TCP protocol are designed 

for the sample phase. This means that Modus runs on the C ++ 

language available in this class, including data model 

resources, implementation code, data and data-parsing 

functions. Modbus client and server program that sends a 

request or response message to this class. Modbus introduces 

a client and server application for environments created in the 

context class. It is also worthwhile to use the model phase 

functions [30]. In fact, object models and helpers have a 

certain amount of IP address, work code, start address, and 

number of locations. They were used to create the Modbus / 

TCP data structure if it had some value. The Position class is 

the phise which converts a particular value from the operator 

of the helper class. Display source code for the ‘Modbus / 

TCP’ protocol management. we use NS-3 simple modules like 

‘core’, ‘network’, ‘internet’, ‘contractor’ and 

‘implementation’. With these modules, you can create network 

topology, data rate, and assign an IP address, location and 

usage. After setting a specific topology, date rate, number of 

nodes, and IP addresses in the status class, Mbbus uses 

Modbus-Assist and Model models to send queries and 

response messages to specific locations [30]. 

 

3.3 Setup and configuration 

 

The setups of the NS-3 model towards the implementation 

of TCP model are inherited from common header class. The 

inherited class is stored in the src/network directory. The code 

from this directory is swap out with the minimal 

implementation of the script.  Two important abstract classes 

are supported form the setup and implementation like class 

TcpSocket and class TcpSocketFactory [19]. The TcpSocket 

class is configured with the feature src / internet / model / tcp-

socket. {cc, h}. The existing class hosted the attributed of the 

implemented class. InitialCwnd object parameter is used for 

the implementation of this class. The TCP socket 

implementation using the four layer protocol is done using the 

TcpSocketFactory class. The TCP model in NS-3 is 

implemented using native implementation and simulation 

based model. For the implementation of TCP the virtual 

machine is combining diverse ways. The NS-3 provides the 

port of TCP towards the setup and implementation. The TCP 

is implemented with the help of GTNets. The full model of 

TCP is the bidirectional and attempt for connection setup and 

logic. The setup of this model framework is done using the 

following files of code.  

 

 
 

The various TCP congestion control are supported for 

implementation of subclass for the TcpSocketBase. Tahoe, 

Reno, and NewReno. NewReno is used by default manner as 

a subclass for the setup.  

The various cases the set up application layer in ns-3 

application are used the socket function like 

src/applications/helper and src/network/helper [31]. 

 

 
 

For the configuration of this framework below snippet is 

used. This source configures the traffic source of TCP. For the 

configuration of the TCP number of parameter are used which 

are exported using Attribute class for the socket. The internet 

objects are created related to socket stack. These created 

objects are put on the top statement for the simulation 

program. 

 

 
 

The pointer of the actual socket is utilized by setting the 

socket option. The method Bind is used for the actual socket 

setup. The Socket CreateSocket method is used for the socket 

configuration [28]. 

 

 
 



 

In particularly, the describe our motivation and the technical 

aspects of our implementation, present a few tools that 

developed to ease testing and analysis of related TCP traces. 

The evaluation and challenge, hence tried to choose tools that 

would allow for seamless testing and analysis between the 

kernel and NS-3 stacks to lighten the burden analysis.  

 

3.4 Topology layout 

 

The simulation scenario of ns3 for successful 

implementation there needs a layout of network topology. This 

layout topology comprises of collection of link and nodes [34]. 

The code snippet for the development of the topology layout 

using the nodes is shown below.  

 

 
 

 
 

 

4. RESULT AND DISCUSSION 

 

Throughput: The aggregate throughput is regarded as the 

total amount of throughput that was achieved during the 

simulation of network. Thus, the through put of each flow is 

aggregated so as to evaluate them.  

 

 
 

Figure 4. The throughput of the scenario 

 

When the four schemes were compared, it was found that 

the highest throughput was achieved by CoDel, while that of 

the RED is still approximately the same as the previous one. 

The worst aggregate is demonstrated by the pfifo and Droptail. 

Even though, the through of DropTail is good, it is not 

considered as good enough.  

End to end delay: which is also referred to as latency, is 

reflective of aggregate of delay over transmissions from 

source to destination. The end-to-end delay demonstrated by 

the CoDel is very minimal, and as such considered as one of 

the advantages of CoDel. The same end-to-end delay is 

demonstrated by the RED 

 

 
 

Figure 5. End to end delays 

 

On the other hand, the latency exhibited by both Fifi and 

Drop Tail is high, and therefore not suitable for emergency and 

high-speed network. Fifi’s latency may be attributed to the 

management of priority of the packets (the processing delay). 

That of Drop tail can be attributed to high congestion over the 

channel. 

Finally, we present in the following a few simulation to 

compare the linux kernel implementation to our NS-3 

implementation. In order to minimize the differences due to 

the environment and for ease of reproducibility, we chose to 

compare the through put and the end-to-end delay for the linux 

NS-3 implementations within the TCP framework. This means 

that nodes, roters and links are created by NS-3. That, every 

node can be configured with a specific network stack. We 

always linux stacks in the routers. 

 

 

5. CONCLUSIONS 

 

The effect of node velocity and packet size on the TCP 

network is shown in this study. Test algorithms are evaluated 

for intermediate performance (TP) and end-delay (E2E) as a 

measure of performance using an NS3 simulator. In this 

simulation project there is a simulation model with various 

applications. Sequence projects and their production files are 

done. The use of these files is important for monitoring 

network performance in terms of delays, performance, and 

TCP. Simulation of Drop Tail, RED, Codel, and PFIFO 

designs were carried out with the help of a unique sim-NS3 

event. The performance Results of ‘RED’ and ‘CodeL’ 

indicate that their performance is good and low in comparison 

with drop tail and PFIFO. 
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