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ABSTRACT . In this research we shall study the positive solutions for nonlinear ordinary
differential equations from second order with boundary conditions defined at positive real numbers
with zero and determining the values of the eigenvalue ( A ) which the problems has obtained the

solution . We get to determine the eigenvalue which this problem has at least one positive solution .

1. INTERODUCTION
Many of researches studies the positive solution for a boundary value problems which has the
nonlinear ordinary differential equations , see [1], [3], [4] , and in this research we will study the
boundary value problems which has the differential equations from nonlinear ordinary differential
equations from second order with boundary conditions and defined at positive real numbers with

zero{ R* U {0} }.
The present paper will search for a solution for the following boundary problem :-

y"+Ah(t)gly)=0 , a<t<b
ay@-py@=0 (1.1)
vYy(b)+3y'(b)=0

Let the following conditions are satisfied :-
1- h:[a, b] — [0, ) is continuous and does not vanish identically on any subinterval ,
2-0:[0,0) — [0, ) iscontinuous,



3- 0, = LimM and g = Lim@ exist ,
X—>6 X X—>00 X
4-a,B,y,o6suchthat o and B are not both zero , y and & are not both zero and
R=ay+ ad+ By> 0, and

w< b<b5- 0<a

Many researcher have focused on this problem a many which [2] , [7], [8] , with in the period in
which 0 <t < 1. In this research , we shall study this problem in the period 0 <a<t<b <o .
The first we shall found the Green’s function of the boundary problem then we define the cone in
Banach space then we application the fixed point theorem to determine the eigenvalue ( A ) which
the boundary value problem will have at least one positive solution. .

2- BACKGROUND SECTION
The Green’s function , whose kernel, G (t,s), for

- y" =0
ay@-By'(@=0
yy(b)+35Yy'(b)=0

l(oc‘[+[3) (y+06-vs) ast<s<b
G(t,s) = Ff ........... 2.1)
E(as+[3) (y+0-7t) as<s<t<b
fromwhich G(t,s)>0 on(a,b)x(a,b), ......... (2.2)

G(t,s)sG(s,s):%(as+B)(y+8-ys) , ast<b,a<s<b, ... (2.3)

Let D = min y+45 o+4p
4y +3) 4(a+P)

We have from [6] :

G(t,s)>DG(s,s) =D %( s) (y+8-7s) 2a4+1£t£ 2b4+1,asssb, 24)

Now we state the Krasnosel’skii fixed point theorem to obtain solutions of (1.1) , for eigen value A .

THEOREM 1 [5]. Let B a Banach space , and let P be a cone in B . Assume that
N, K are open subsets of Bwith andlet 0e NcNcK T:Pn(K\N)—>P

be a completely continuous operator such that , either
1- || Tul|<||u]l,uePnoN,and || Tul[>]|lu|l,ue PnoK,or

2-| Tul[>|lull,uePA&N,and || Tul|<||ull,uePnaK



Then T has a fixed pointin P~ (K\N) .
3. DETERMINING THE SOLUTIONS

From [8] we note that y(t) is a solution of (1.1) if and only if ,
b
y(t)=kIG(t,s) h(s)gly(s))ds , a<t<b

let B = C[a, b] , with norm, ||X|| = SLthb|X(t)|
a<t<

We define acone J by :

4 4

J= {x e B:x(t) >00n[a,b] ’@TE@ X(t) > D||x||}

y+48 (1+4B}

Where D =min ,
{4@ +8) 4(a+P)

And , let the number ke[a,b] be defined by [

2b+1 2b+1

j'G(k,s) h(s) ds = max j'G(t,s) h(s)ds ...

2a+l 2a+l

4

4
THEOREM 2 . Assume that conditions (1 -5 ) are satisfied .Then , for each A satisfying

! <A< LU (3.2

(2b+l% b
(© [Gks)h(s)ds)g, (QG(S,S) h(s) ds)g,

(2a+l%

there exists at least one solution of (1.1) inJ .

Proof. Let A be given as in (3.2) . Now , let € > 0 be chosen such that

@by, ! <A< t (3.3)
© [Gke)hEds), -0 (eeohE) g, +2)

(Za+l%



Define an integral operator T : P — B by
b
Ty(t) -A I G(t,s)h(s)gly(s))ds , yeJ ......... (3.4)

We seek a fixed point of T in the cone J.

, Notice from (2.2) that, fory € J, Ty(t) >0 on [a,b] . Also, for y € J, we have from (2.3) that

Ty(®) =2 [G(t,s)h(s) gy (s))ds
< & [G(s,5)h(s) oy (s)) ds
Hence : Ty < kiG(S ,S)h(s)gly(s))ds  ......... (3.5)
And next, if y € J, we have by (2.4) and (3.5) ,

min  Ty(t)= 2a+gnin2 " xj‘G(t ,S)h(s)g(y(s))ds

@<t<% _ -
4 " 4 4 T4
b
>D) j G(s,s)h(s) gy (s))ds
>D[Ty|

Hence, T:p—p. is completely continuous.
Now, turning to go , there exist an R;> 0 such that g(x) < (go + &) x , for 0 <x <R;.

So, choosing y € J with || y || = Ry, we have from (2.3) and (3.3)
Ty ()< 2] G(s,5)h(s) gly (s)) ds
b
< xje(s,s) h(s) (g, +¢) y(s)ds

< ij(s,S) h(s)ds (g, +2) y(S)|y]
<|y]

Sothat, |Ty|<|y| . So, if we set Qi ={x e B|[|x|| <R}



then

Tyl <[yl ,for ye JnDaQy.  .......... (3.6)

Next , considering g., , there exist an R, > 0 such that g(x) > (g.. - €) X ,forall x> R, .

Let Rs = max {2R; , R%)} and let Q= {x e B| x| <Rs}.

If yeJwith [ly|=Rs, then min y(t)> D|ly|=DR; =R, , and we have from (3.1) and (3.3)

4 4

that :

Ty (h)= 2] G(k,s)h(s) gy (s)) ds
(2§+1%
>4 [G(ks)h(s) oy (s))ds
(2a+l%
(2b+1%
> jG(k,s) h(s) (g —€) y(s)ds
(2a+l%
N (2b+1%
= JGks)h(s)ds (g, —#)[y]
(2a+1%
=yl

>

Thus, [Ty|=|y| - Hence,

ITyll=|yl ., forye0lnboQ, ... (3.7)

Applying (1) of theorem 1 to (3.6) and (3.7) yields that T has a fixed point y(t)
eJm ((TZ\Ql) . As such , y(t) is a desired solution of 1.1 for the given A . Further , since G (t, s) >

0, it follows that y(t) >0 fora<t<b. This completes the proof of the theorem .

THEOREM 3. Assume that condition (1 —5) are satisfied . Then , for each A satisfying




1 1

@), <A< (3.8)
(D j é(k,s)h(s) ds)g, (IG(S,S)h(S) ds)g.,
(2a+1% a

there exists at least one solution of (1.1) inJ.

Proof. Let A be given as in (3.8) . Now , let € > 0 be chosen such that

@by, L <A< rt (3.9
(D [G(ks)h(s)ds)(g, - &) (QG(S,S)h(S) ds)(g.. +#)

v a+1%

Let T be the cone preserving , completely continuous operator that was define by (3.4) . Beginning

with go, there exist an R 4> 0 such that g(x) > (go - €) X , for 0 <X <Rjy.

So, for y e Jwith || y || = R4, we have from (3.1) and (3.9) so, for

Ty (k)= 2] G(k,s) h(s) gly (5)) ds
(2;1%
> [G(k,s)h(s) gy (s)) ds
(2a+l%

(2b+l%
> IG(k,s)h(s)gO—s)y(s)ds

(2a+l%

(@b+1)
4
=D [G(k,s)h(s)ds (g, — &)y
(2a+1%
>y

Thus , [Ty| = |y| . So., if we let

Q3 ={x € B[ ||x| < Ra}

then



Tyl > |ly|| for y e JnoQs ....... (3.10)
It remains to consider g., ,there exist an Rs> 0 such that g(x) < (gt €) X, for all x> Rs
There are the two cases :-
1- g is bounded

2- g is unbounded .

For case (1) , suppose Rg > 0 is such that g(x) <Rg, forall 0 <x < o0,
b
Let R; = max {2R4, R XJ.G(S,S) h(s)g(y(s))ds}. Then, for y € J with |ly|| = R; we have from (2.3)

and (3.2)

Ty(t)= kf G(t,s) h(s) oy (s)) ds}
<A Rej!G(s,s) h(s) ds

<|v

Sothat |Tyj|<|ly|. Soif Q4={x e B| ||| <Rz}

then

Tyl <|lyl| ,for yeJnoQa .......... (3.11)
For case (2) , let Rg > max {2R4, Rs } be such that g(x) <g(Rs),for 0 <x <Rg.

Choosing y € J with |ly|| = Rgand we have from (2.3),(3.2) and (3.9)

Ty(t)= XIG(LS) h(s) 9y (s)) ds}
<A j G(s,s) h(s) g(y(s)) ds
< X.TG(S,S) h(s)g(R,) ds

< XTG(S,S) h(s)ds(g., + &R,



But

kiG(s,s) h(s)ds (g, + &R, = XTG(S,S) h(s)ds(g,, +&)|y|

Therefore
b
Ty ()< [G(s,5) h(s)ds (g.. +2)]y]

and so [Ty| <|y| . For this case , if we let

Qy={x € B| [X|| < Re}
then
Tyl < vl foryelnmnoQ, .......... (3.12)

Thus , in either of the case , an applying of part (2) of theorem 1 to (3.10),(3.11) and (3.12) yields
that T has a fixed point y(t) e Jn (Q_4\Q3) . As such , y(t) is a desired solution of (1.1) for the

given A . Further, since G (t, s) >0, it follows that y(t) > 0 fora<t <b. This completes the

proof of the theorem .
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