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Abstract

The growing interest in the database generated many techniques in this area and the Intelligent
Systems Laboratory Where graphical models were used in the theoretical developments of computer
vision and reasoning, and their application in various fields. Our proposal provides a database of the face
under the circumstances of the real, without knowing the people who are taking pictures of them. The
present study focuses on the which recording images and places them in the database through active
inference and effective reasoning. We are interested in active reasoning because it manages sensor
algorithms and guidance unit until the visual translation process is completed.Thus, this sophisticated
capture technique processes each frame whenever a face or eye is selected. We are developing a face
detection and eye identification process by building a facial recognition algorithm using databases
collected from previous experiments. This procedure was applied to a database of a previous set of 40,000
images for 40 people, which illustrates how difficult it is to identify faces. This paper includes a detailed
research methodology. In Section 3, face evaluation is discussed, depending on key characteristics within
a specific protocol, followed by a definition of the most accurate performance criteria for face
verification, and identification through statistical measures. The evaluation protocols in our paper provide
researchers the means to recognize faces using modern methods. The results obtained were mentioned in
the figure and indicated the strength of the technique used.
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I. INTRODUCTION

The definition of people is one of the most
important building blocks in facial recognition
research. It is a way for researchers to learn about
databases, the availability of databases is very
important and valuable as databases provide
results that provide insight into facial recognition
problems. All the displayed databases were
grouped under the exact settings and contain one
variable source or group in different sources, i.e.,
illumination, expression, time gap between
training, pose, and testing data [1].

As a result of recent trends in facial
recognition research, and in addition to binary
dimension, a three-dimensional information
integration technique has emerged in facial
recognition processes to make use of the database
[19]; thus, demonstrating a significant evaluation
in the experimental method in this paper [2].

Il. RELATED WORK

To further identify faces, researchers have
compiled databases for many years [3], [4]. It
should be noted that some databases are better
than others, so each one is designed to test
different features for recognition, and each one
comes with its own strengths and weaknesses.

Heath et al. [5] and Hoover et al. [6] played a
significant role in the technique of the proposed
methods for comparing the edge of the detectors
in the intensity of the images and the range,
leading to facial recognition.

Zhao et al. [7], Makdee et al. [8], and Borga
[9] proposed two techniques that enable them to
recognize faces through the structural features
and the outward appearance. These two
approaches were designed based on previous
knowledge, which was collected based on the
extraction of the feature and its adoption in face
recognition - a development of the LDA
technology. This technology is useful in
removing loud dimensions through searching
data with the largest variance causing low
dimensional width. The most notable feature of
the LDA approach is its ability to find the best
vectors for good face distribution within the
image area.

The FERET database [10], [11] is one of the
largest databases, containing 1199 subjects with
up to two light source directions, two expression.
his database was obtained using a 15 mm camera.

Here, the picture frame is used to fixed place
pictures, and the background reduces its
brightness as much as possible. The FERET
database includes a total of more than 1,100
images.

The FRGC2.0 database [12] is characterized
by its timeliness. It focuses on the three-
dimensional appearance, which consists of a two-
dimensional and three-dimensional database. It
contains a collection of 4007 scans taken from a
group of 466 people. The technique was adopted
in the scope of its research of a laser series
(Minolta Vivid 900/910) to select the data.

The AT & T database, previously known as
Olivetti ORL, is one of the most widely used
databases, containing 10 different images for
every 40 distinct subjects. The images are taken
at a different time, with different facial
expressions and lighting conditions (eyes
closed/open, smile/smile/glasses/without glasses)
[13].

The Multi-model BANCA database is part of
the BANCA European project. The goal is to
provide a secure system with improved schemes
for identification and control of access to
applications over the Internet. This technology is
designed to test multimedia authentication with
different devices, cameras, and microphones (low
and high quality), subject to several scenarios
(controlled, negative, and degraded) [14].

The university for the purpose of conducting a
study on facial changes over time on the
performance of facial recognition. Notre Dame
University collects a large database [15]. The
same work was done by the Texas University,
where it compiled a large database of video clips
and digital photos [16].

The Korean-Face-Database (KFDB) has facial
photos of the large numbers of subjects collected
in highly controlled condition, PIE CMU [17].
Which produced organizes images with different
facial expressions and light position.

I11l. METHODOLOGY



A. Face Evaluation

The main function of the Biometrics Society
is to evaluate the performance of experiments.
The results obtained from these experiments are
below. It is necessary to publish performance
results alongside evaluation protocols in order to
describe how experiments obtain the data. It is
important to include a description of the protocol
and all the steps must be well-written so that
developers, suppliers, and users can repeat the
assessment.

Below we present a description of the main
steps of our protocol:
1) Face and Image Processing Tasks

When applying FRBS (Facial Recognition
Biometric Systems), it will get two types of
images:

a) FRID (Facial Recognition in

Documents)
It means how to recognize a face through
MRTD (machine-readable travel-
documents).
In this domain, FRID is facial data with
high spatial resolution, but it is very
limited or not present in the time domain.
The facial images in the FRID area are
usually in the 10D (intra-ocular-distance),
at least 60 pixels in the distance. This
distance is used to create a canonical
model of the face, which was developed by
the International-Civil Aviation-
Organization. However, it will not be
based on more than a limited number of
images taken of the same person over a
period of time. In this domain, FRID has
often extracted facial images already, and
the challenge of recognizing the face is the
main task, isolated from other problems.
This is the opposite of what occurs in the
FRIV domain where many other facial
functions are performed before facial
recognition, such as face detection,
tracking, and localization of the eye.
Reconstruction is then the best choice for a
facial image [18].

b) FRIV (Facial Recognition in Video)
It scans a crowd for a face and is used to
recognize a face through TV recordings
and video surveillance cameras. These two
examples (domains) of images are very
different [20]. It should be noted that
systems that operate efficiently in one
domain may not function as efficiently in
the other domain.
In this domain, FRIV deals with the
available facial images in the time domain

but with less spatial precision, and often
the facial image in the FRIV is in the 10D
(intra-ocular-distance) or less than 60
pixels, which is the distance used in the
model of the canonical face. This is due to
the fact that this face usually occupies less
than a third of the video image, which is
itself small and is 352 x 240 for analog-
video and 720 x 480 for digital-video. This
is the minimum IOD that automatically
detects faces in images [21].

In order to complement the procedures in both
fields, the FRBS evaluation of the FRID domain
should be carried out, which is often done by
testing the system on a fixed image area group
with the faces as described above. This is also
what happens when the FRBS evaluation is done
in the FRIV domain. Despite all of this, we often
see tests that have been applied as a great project
in real-time video surveillance [22]. Some of this
effort to evaluate performance was done using
animation and previous data sets [23].

2) Colors and Mode of Use

Facial recognition is not affected by the color
of the face, and this is why we see that many
countries in the world allow its citizens to use
black and white photos for passports and identity
cards. However, color plays an important role in
recognising a face and eye tracking, and it should
be noted that in order to recognise people in
video, different video streams must be used.

3) Classification of Systems Performance

It is necessary to classify the performance of
biometric systems [24]. This classification
follows particular mechanisms in classification,
so that it can be cooperative versus non-
cooperative, habituation versus non-habituation,
overt versus covert, public versus private, or
standard versus non-standard. Therefore, in the
case of an FRBS evaluation, these characteristics
should be followed or noted.

4) Nature of Data Types

To get facial recognition based on two types

of data:

b) Closed Data
It is a closed set, so each query is made to
a database. This is used when the watch-
list is in a negative state registration or in a
list of ATM clients or computer users, and
this occurs in positive registration
situations.

¢) Open Data
The data set is open so that the object of
the queries may, very likely, not be in a
database. This is what happens in
monitoring video surveillance.
5) Recognition Tasks
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Facial recognition functions can be illustrated
by three tasks and FRBS is used:

a) A Facial Verification
It means a face validation, or refers to one-
to-one or positive verification as it occurs
when checking ATM clients.

b) The Identification of the Face
It indicated by as or from 1 to N, or as
happens in passive identification, such as
when suspects are detected on a watch list.
Where the face is compared with queries
of all the faces in the database to find the
best-match (K) and thus identifying the
person.

c¢) Classification of Faces
The classification mechanism indicates
that a person is marked as returning to a
limited number of groups in a particular
category, such as when describing a person
(male or female), race (European or
Asian ...etc) or depending on medical or
genetic conditions (Down syndrome ...etc).
Biometrics are strict in determining the
task of verification and identification, so
the results of the classification can be used
on the basis of vital measurements,
somewhat similar to the height of the
person or the weight of the person.

B. Evaluation Metrics

This procedure introduces definitions of the
most commonly used performance evaluation
criteria for face verification, identification and
tracking through statistical measures that
encourage comparison of the face recognition
model. There are two main mistakes the system
can make in its evaluation performance:

1) False Acceptance (FA)

Sometimes it called a false match (FM), a
positive error (PE) or a first error (FE). When the
search data for a person did not take previously
seen in the gallery is associated with one or more
people in the gallery, FA is the ratio of the
number of searches for non-existing candidates,
where one or more of the candidates in the
exhibition are returned or greater than the
threshold, to the number of unrelated searches.

2) False Rejection (FR)

Sometimes it is called a false non-match
(FNM), a negative error (NR) or a Type 2 false.
This occurs when a search for a person's
biometric identity does not return a correct
identity; false rejection is useful in terms of ratio
and threshold, where it can be defined as the
number of searches for a match with a registered
person outside of R or higher. The workers
measure the total number of FA and FR; this is

done by applying FRBS to a large set of data of a
large number of faces .
Response system factors for verification:
a) FAR
It is FA rate with constant FR rate.
b) FRR
It is FR rate or true accept rate (TAR)
(TAR = 1- FRR), also called true positive
or hit rate, at a constant FA rate.

c) Detection Error Tradeoff (DET) Curve

It is an average graph for FAR and FRR
comparison, which are obtained by system
parameters such as the minimum match or
threshold of match.

d) Receiving Operator Characteristic (ROC)

Curve
It is often similar to the DET curve, but it
plots TAR against FAR.

e) Equivalent Error Rate (EER)

It is the rate at which the errors of rejection
and acceptance are equal; which s
represented in EER curve and ROC curve.
This is a quick method. Some protocols
require FAR when FRR is equal to 0.001.

In order to compare the efficiency algorithm
with the ROC matrices EER represents the
highest level of accuracy, although ROC and
DET curves are required. Most of the time they
are drawn using a logarithmic axis to better
distinguish the system with a similar performance
and the size of the database that is relevant to
verification and identification. When we returned
to the seller's Face Recognition Vendor Test
2002, we found it performed poorly when the
size of the database was increased [25]. The size
of the database must be mentioned when
reporting the performance of the definition of
verification.

Some important measures commonly used in
identification systems:

a) ldentification Rate or Rank-1

The number of times the candidate most
likely to be correctly identified is selected’
b) RK (or Rank-k) Identity Rate
It selects the best candidates that represent
k.

¢) Cumulative Matching Characteristic
(CMC)
A characteristic plots the identification
rank-k rate against k.

The above measurements should be evaluated
with high precision and with many confidence
intervals, error margins, error bars, and standard
deviations in order to be able to determine the
true robustness and improve the performance of
any algorithm. 1t is, therefore, necessary to use
the measures in Table 1 so that we can determine



if the differences in accuracy and efficiency
required between the algorithms are statistically
significant.

Table 1.

Measures for determining the statistical significance of the
differences in accuracy and efficiency required between the
algorithms

Method

Comments

Confidence-Intervals for
an area under the curve
ROC by Cortes and Mohri

The mechanism of using
simple parameters
(number of positive and

[26] negative examples, error
rate)

Rely on a parametric
technique that is used to
estimate the confidence

intervals in ROC on

positive and false-positive
rate values
To derive the variance
scale multiple test groups
are required. Two
methods are used to center
the ROC curves so that
the vertical is at the FPR
points installed while the
threshold is the sample at
the thresholds fixed.
Test the McNemar When comparing CMC
hypothesis by Yambor et curves, this gives the
al. [29] possibility of testing a
standard statistical
hypothesis which will
confirm whether there is
no significant difference
in performance.
When cross-checking is
used, the mean and
standard error are metrics
that help distinguish the
performance of the
algorithm

Confidence-intervals for an
area under the curve ROC
by Bolle et al. [27].

ROC curve with error bars
by averaging ROC curves
by Fawcett [28].

Average estimated
accuracy and standard
error for average by
Belhumeur et al. [30].

When using cross-
validation, the mean and
standard-error are
measures that help
differentiate algorithm
performance
Use the correct weighted
scales of compatibility

ROC curve, which is
similar to DET curve, but
plots TAR against FAR, by  and heterogeneity when
Dmitry O. Gorodnichy comparing performance
[31] results obtained in
different datasets,
provided that the temporal
data are available, and this
occurs when a person is
identified from the video
sequence. Here the results
of recognition are always
integrated over time by
accumulating evidence.
This should be mentioned
in the evaluation protocol

C. Evaluation Protocol

The evaluation protocols enable researchers to
compare methods of identifying current faces
with advanced methods without the need to
repeat previous experiences. Often, certain
experimental components cannot be repeated,
such as algorithm details, and setting parameters
cannot be saved. The major challenge posed by
face recognition technology is that the use of
isolated test groups fails to solve the problem of
incompatibility between the algorithms used and
the algorithm parameters implemented for the
test data [32]. Isolated test sets also prevent
comparison of algorithms. Huang et al. [33]
pointed out that providing clear guidance on the
use of databases reduces problems in the
processing of test data. Such provision for
modern databases requires the use of evaluation
protocols; the clearer a guideline is, the better the
comparison of algorithms. The following
evaluation methods are briefly described,
together with the proposed evaluation of the
facial database:

1) Example Protocols

The most suitable protocol for near-infrared
face identification. is the FERET [34] protocol,
which works on a distance matrix that measures
the similarity between each image query and all
images in a database. FRVT-2002 [25] addresses
the requirement of checking an open group and
the problem of identifying a closed group. The
cumulative receiver characteristic operating
curve (CMC-ROC) is used to compare results.
BANCA [13] is an example of a dedicated open
protocol use in multimedia databases. The
protocol Lausanne XM2VTS [35] is an example
of a closed verification group, the person whose
face image is missing from the database is
marked as a tag.

2) Large-Scale Evaluation

This  technique involves  high-quality
assessment that depends on the use of a
considerable volume of data in a test. Results are
typically obtained via a statistical analysis. The
statistical measures employed are as follows:

a) CMC-ROC Curve

The CMC curve (Figure 1) is obtained
from the results of one or more tests or
trials conducted at different times. These
tests determine the nuances of recognition
rates.
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Figure 1. Identification of the performance of many
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Figure 2. Fixed-FAR-FRR distributions

3) Vector feature
The feature vector is characterized by
multidimensional. They can be embedded in
faces by extracting and manipulating images
for use. These images are then used to
recognize faces and store them in a database.
4) The canonical model
This form aims to store facial images in a
database. In the incubation phase, where the
face image is blocked, the settings are modified
and converted to match the direction and size
of the standard face model stored in a database
used for facial recognition tasks.
5) Time domain
When an image is said to be available in a
specific time range, it means that an image was
taken some time ago, as is the case with video
images, and displays the time resolution. One
The facial photo provided as a passport photo is
not available in the time range. Sensor data are
used to observe what is happening so that sensory
data can have high time resolution against their
spatial resolution. However, these features cannot

be achieved at the same time. For example, the
face image in a printable document is in high
resolution, while the faces on the TV screen are
very low. In biological vision systems, object
recognition occurs in the time domain (as with
face recognition on television). This task can be
accomplished with the same efficiency that was
achieved by identifying the object from a high-
resolution sample, or it may be more efficient
than the last method.

V. RESULTS AND DISCUSSION

For many years, facial databases have been
used to recognize faces and improve current
facial records. Some results obtained using facial
recognition techniques are illustrated in Figure 1,
which shows the facial identification results
presented in [32]; these results were derived via
face recognition techniques based on population
appearance: principal component analysis (PCA),
independent component analysis (ICA), and
linear discriminant analysis (LDA) for obtaining
the FERET database using CMC curves. Figures



2 and 3 show the performance evaluation of
VERBS, which have been used in tests involving
the FRVT2002-FRVT2006 taken from [25], [32],
and [37].

Experiments are initiated to obtain data, and a
protocol is important, face recognition from
videos or photographs is very easy, whereas the
automatic recognition of faces on a computer is
very difficult. This means that faces are more
difficult to identify through automatic recognition
than are other features, such as fingerprints,
irises, and veins. This complexity is caused by
the fact that a human being performs three-
dimensional motion that can be seen from
multiple angles. Such mobility highlights the
need to assess facial recognition systems on the
basis of the following factors [18]:

A. Resolution

Different facial images can be taken with
varying levels of accuracy. For instance, a facial
image scanned from a document is of a high
resolution, whereas that captured by a camera is
of low resolution.

B. Quality
Motion causes deformities in facial images.
Image distortion can also be caused by low
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contrast and a lack of focus.

C. Head the Person Orientation

If the person is not going to face the camera, it
is not reasonable to see the same formula when it
is against the camera.

D. Lighting

Here the lighting conditions are affected by
changing the location of the source light for the
camera and the face to be captured.

E. Facial Expressions

The person must be calm because any
movement leads to distorting the image because
the nature of the human face constantly displays
a variety of facial expressions.

F. The Occlusion

Sometimes the hair will occlude the face. This
also occurs when using a cloth, a scarf, a napkin,
or eyeglasses.

G. Facial Surgery and Aging

Compared with the iris and fingerprints, the
human face changes more with time. In addition
to aging, it can changes when surgery is
performed, especially cosmetic surgery.

1 10

100

10000 37437

1000

Rank

Figure 3. Verification-identification performance of biometrics systems to recognition-commercial faces on the database FRVT
which taken from [34], [36], using curves CMC

V. CONCLUSION

Images of faces are viewed as vectors of high
dimensions with a small area. Also, these areas
take a small percentage of the space in which a
cluster is located. On the other hand, in this
smaller region, it happens that different faces
occupy different regions. The identification of

faces is done by identifying the closest known
face to the image area, although some problems
occur as a result of slight changes in expression,
lighting, or even the direction of the head. This
leads to a change in the pixel setting, which is the
reason the space changes in the space specified
for it in the image.



8 Alrawi et al. / Journal of Southwest Jiaotong University / Vol. 55 No. 1 Feb. 2020

ACKNOWLEDGMENTS

The author’s wild like to thank University Of
Anbar (www.uoanbar.edu.ig) Anbar-Iraq for the
support in the prevention work. We express our
gratitude to the University of Technology.

REFERENCES

[1] GROSS, R. (2005) Face Databases.
In: LI, S. and JAIN, A. (eds.) Handbook of
Face Recognition. New York: Springer, pp.
319-346.

[2] MOSSLAH, AA. (2018)
Telemedicine Medical Image Compression
based on ROl (A Case Study of Spine
Medical Images). Journal of Global Pharma
Technology, 10 (3), pp. 184-190.

[3] LI, S. and JAIN, A. (2005) Handbook
of Face Recognition. New York: Springer.
[4] LEE, D. and SEUNG, H. (2000)
Algorithms ~ for  non-negative  matrix
factorization. In: Proceedings of the
Conference on Advances in Neural
Information Processing Systems. Cambridge,
Massachusetts: MIT Press, pp. 556-562.

[5] HEATH, M., SARKAR, S,
SANOCKI, T., and BOWYER, K. (1996)
Comparison  of edge detectors: A
methodology and initial study. Proceedings
Computer Vision and Pattern Recognition,
96, pp. 143-148.

[6] HOOVER, A., JEAN-BAPTISTE, G.,
JIANG, X., FLYNN, P., BUNKE, H.
GOLDGOF, D., BOWYER, K., EGGERT,
D., FITZGIBBON, A., and FISHER, R.
(1996) An experimental comparison of range
image segmentation algorithms. IEEE
Transactions on Pattern Analysis and
Machine Intelligence, 18 (7), pp. 673-689.
[7] ZHAO, W., CHELLAPPA, R,
ROSENFELD, A., and PHILLIPS, P..
(2003) Face recognition: a literature survey.
ACM Computing Surveys, 35 (4), pp. 399-
458.

[8] MAKDEE, S., KIMPAN, C., and
PANSANG, S. (2007) Invariant range image
multi-pose face recognition using Fuzzy ant
algorithm and membership matching score.
In:  Proceedings of the 2007 IEEE
International ~ Symposium  on  Signal
Processing and Information Technology,
Giza, December 2007. Piscataway, New

Jersey: Institute of Electrical and Electronics
Engineers, pp. 252-256.

[9] BORGA, M. (2001) Canonical
Correlation: A Tutorial. Available from
https://www.cs.cmu.edu/~tom/10701_sp11/si
ides/CCA_tutorial.pdf.

[10] GROSS, R., MATTHEWS, I,
COHN, J.,, KANADE, T., and BAKER, S.
(2010) Multi-pie. Image and Vision
Computing, 28 (5), pp. 807-813.

[11] PHILLIPS, PJ., WECHSLER, H.,
and RAUSS, P. (1998) The FERET database
and evaluation procedure for face-
recognition algorithms. Image and Vision
Computing, 16, pp. 295-306.

[12] PHILLIPS, P.,, FLYNN, P,
SCRUGGS, T., BOWYER, K., CHANG, J.,
HOFFMAN, K., MARQUES, J.,, MIN, J,,
and WOREK, W. (2005) Overview of the
face recognition grand challenge. In:
Proceedings of the IEEE Computer Society
Conference on Computer Vision and Pattern
Recognition, San Diego, California, June
2005. Piscataway, New Jersey: Institute of
Electrical and Electronics Engineers, pp.
947-954.

[13] DAMKLIANG, K. (2020) AT&T
Database of Faces. Available from:
https://www.kaggle.com/kasikrit/att-
database-of-faces [Accessed 23/10/19].

[14] BAILLY-BAILLIERE, E., BENGIO,
S., BIMBOT, F., HAMOUZ, M., KITTLER,
J., MARIETHOZ, J., MATAS, J., MESSER,
K., POPOVICI, V., POREE, F., RUIZ, B.,
and THIRAN, J.-P. (2003) The BANCA
database and evaluation protocol. In:
KITTLER, J. and NIXON, M.S. (eds.)
Audio- and Video-Based Biometric Person
Authentication. AVBPA 2003. Lecture Notes
in Computer Science, Vol. 2688. Berlin,
Heidelberg: Springer, pp. 625-638.

[15] PHILLIPS, P.J. (2002) Human
identification technical challenges. In:
Proceedings of the IEEE International
Conference on Image Processing, Rochester,
New York, September 2002. Piscataway, New
Jersey: Institute of Electrical and Electronics
Engineers, pp. 22-25.

[16] OTOOLE, A., HARMS, J., SNOW,
S., HURST, D.R., PAPPAS, M., and ABDI,
H. (2005) A video database of moving faces
and people. IEEE Transactions on Pattern



https://www.cs.cmu.edu/~tom/10701_sp11/slides/CCA_tutorial.pdf
https://www.cs.cmu.edu/~tom/10701_sp11/slides/CCA_tutorial.pdf
https://www.kaggle.com/kasikrit/att-database-of-faces
https://www.kaggle.com/kasikrit/att-database-of-faces

Analysis and Machine Intelligence, 27 (5),
pp. 812-816.

[17] HWANG, B.-W., BYUN, H., ROH,
M.-C., and LEE, S.-W. (2003) Performance
evaluation of face recognition algorithms on
the Asian face database, KFDB. In:
KITTLER, J. and NIXON, M.S. (eds.)
Audio- and Video-Based Biometric Person
Authentication. AVBPA 2003. Lecture Notes
in Computer Science, Vol. 2688. Berlin,
Heidelberg: Springer, pp. 557-565.

[18] GORODNICHY, D.O. (2003) Facial
recognition in video. In: KITTLER, J. and
NIXON, M.S. (eds.) Audio- and Video-Based
Biometric Person Authentication. AVBPA
2003. Lecture Notes in Computer Science,
Vol. 2688. Berlin, Heidelberg: Springer, pp.
505-514.

[19] LUAIBI, M.K. and MOHAMMED,
F.G. (2019) Facial Recognition Based on
DWT — HOG — PCA Features with MLP
Classifier. Journal of Southwest Jiaotong
University, 54 (6). Available from
http://jsju.org/index.php/journal/article/view/
400.

[20] GORODNICHY, D.O. (2005) Video-
based framework for face recognition in
video. In: Proceedings of the 2nd Canadian
Conference on Computer and Robot Vision,
Victoria, May 2005. Piscataway, New Jersey:
Institute of Electrical and Electronics
Engineers, pp. 330-338.

[21] SHAKHNAROVICH, P., VIOLA,
A., and MOGHADDAM, B. (2002) A
unified learning framework for real time face
detection and classification. In: Proceedings
of the 5th IEEE International Conference on
Automatic Face Gesture Recognition,
Washington, District of Columbia, May
2002. Piscataway, New Jersey: Institute of
Electrical and Electronics Engineers, pp. 10-
15.

[22] WILLING, R. (2003) Airport anti-
terror systems flub tests face-recognition
technology fails to flag suspects. [Onling]
USA Today. Available from:
http://www.usatoday.com/usatonline/200309
02/5460651s.htm [Accessed 17/12/19].

[23] GORODNICHY, D.O. (2006) Seeing
Faces in Video by Computers (Editorial).
Image and Video Computing, 24 (6), pp. 1-6.

[24] WAYMAN, L., JAIN, AK,
MALTONI, D., and MAIO, D. (eds.) (2005)
Biometric Systems: Technology, Design and
Performance  Evaluation. New  York:
Springer.

[25] PHILLIPS, PJ., GROTHER, P.,
ROSS, J.M., BLACKBURN, D., TABASSI,
E., and BONE, M. (2003) Face Recognition
Vendor Test 2002: Evaluation Report.
Gaithersburg, Maryland: National Institute of
Standards and Technology, United States
Department of Commerce.

[26] CORTES, C. and MOHRI, M. (2004)
Confidence intervals for the area under the
ROC curve. Advances in Neural Information
Processing Systems, 17, pp. 305-312.

[27] BOLLE, R., RATHA, N, and
PANKANTI, S. (2004) Error analysis of
pattern recognition systems - the subsets
bootstrap. Computer Vision and Image
Understanding, 93 (1), pp. 1-33.

[28] FAWCETT, T. (2004) ROC Graphs:
Notes and Practical Considerations for
Researchers. Pattern Recognition Letters, 31
(8), pp. 1-38.

[29] YAMBOR, W., DRAPER, B., and
BEVERIDGE, J. (2002) Analyzing PCA-
based face  recognition  algorithms:
eigenvector selection and distance measures.
In: CHRISTENSEN, H. and PHILLIPS, J.
(eds.) Empirical Evaluation Methods in
Computer  Vision.  Singapore:  World
Scientific Press, pp. 39-60.

[30] BELHUMEUR, P., HESPANHA, J.,
and KRIEGMAN, D. (1997) Eigenfaces vs.
Fisherfaces:  Recognition Using Class
Specific Linear  Projections. IEEE
Transactions on Pattern Analysis and
Machine Intelligence, 19, pp. 711-720.

[31] GORODNICHY, D.O. (2009) Face
Databases and Evaluation. In: LI, S. (ed.)
Encyclopedia of Biometrics. Springer Press.
[32] PHILLIPS, P.,, FLYNN, P,
SCRUGGS, T., BOWYER, K., CHANG, J.,
HOFFMAN, K., MARQUES, J.,, MIN, J.,
and WOREK, W. (2005) Overview of the
face recognition grand challenge. In:
Proceedings of the IEEE Computer Society
Conference on Computer Vision and Pattern
Recognition, San Diego, California, June
2005. Piscataway, New Jersey: Institute of


http://jsju.org/index.php/journal/article/view/400
http://jsju.org/index.php/journal/article/view/400
http://www.usatoday.com/usatonline/20030902/5460651s.htm
http://www.usatoday.com/usatonline/20030902/5460651s.htm

10 Alrawi et al. / Journal of Southwest Jiaotong University / Vol. 55 No. 1 Feb. 2020

Electrical and Electronics Engineers, pp.
947-954.

[33] HUANG, G., RAMESH, M., BERG,
T., and LEARNED-MILLER, E. (2007)
Labeled Faces in the Wild: A Database for
Studying Face Recognition in Unconstrained
Environments. Ambherst:  University  of
Massachusetts.

[34] PHILLIPS, P.J., MOON, H., RIZVI,
S., and RAUSS, P.J. (2000) The FERET
evaluation methodology for face-recognition
algorithms. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 22 (10),
pp. 1090-1104.

[35] MESSER, K., MATAS, 1,
KITTLER, J.,, LUETTIN, J., and MAITRE,
G. (1999) XM2VTSDB: the extended
M2VTS database. In: Proceedings of the 2nd
International Conference on Audio and
Video-Based Biometric Person
Authentication, Washington, District of
Columbia, March 1999, pp. 72-77.

[36] DELAC, K. GRGIC, M. and
GRGIC, S. (2006) Independent Comparative
Study of PCA, ICA, and LDA on the FERET
Data Set. International Journal of Imaging
Systems and Technology, 15 (5), pp. 252-
260.

[371 ABD, A. and REYADH, H. (2018)
3DMM Fiting for 3D Face Reconstruction.
Journal of Engineering and Applied
Sciences, 13 (24), pp. 10482-10489.

SE:

[1] GROSS, R. 005) N #EZE, 1E :
LI, S. fIDAIN, A. GgFt) AEEIHBIFM
o MY g ARKS, H5 319-346 T,

[2] MOSSLAH, A.A, 018) J&T# 5 7
M RA R BT E B R G (FREEY
E1G EZHIFTE) . RERZGME A ZE,

10 @) , #i184-190 T,

[3] LI, S. FDAIN, A. @005) NI&iHHIF M
o A2 AR,

[4] LEE D. FIBEUNG H. Q000) k1 i
SEEE, T AR E R ER GRS
WAGSCEE, OFgEIMNEIT B E T
BEHi R AL, &5 556-562 T,

5

I[-II]EATH, M., SARKAR, S., SANOCKI,
T. IBOWYER, K. 1996) /%% #& il %51
PR - —FOFIEFIRIARSE, 1R
HrGRRe SCEE, 96, 55 143-148 T,
[6] 0 A, , ik - B FF OHF KF o,
G, , ZX., K P, , HBa H, , XfEXKR
D, , fify i IR ,
K, , Z¥#E D, , JEKEAS A, , FIFISHER
, R. (1996) PHEJE|fG 53 B RE A 5206 LIS
o F, SLFE Jm
TR RS, 18 () , H5B73-
689 T,

[7] #x4fs, YI/RAIMATT, B ARIE/RE, JE
FIEHE, PJ,  @003) MNigiH%B] @ SCHkIE#E
. ACM it#E#Z, 35 @), %B99-458 T

[8]
MAKDEE, S., KIMPAN, C., fIPANSAN

G, S. 007) fHFHIEHD, i i vE Fn sk J@ e T
B P75 B9 A 25 i B[R] 45 25 L4 NG B,
1E 1 20074FH LRI P = EhRfE 5 A B
MAE B E R T =8 0E, &FiF,
20074F12 H, B PN B R B ¢ - S
B LR, 55 252-256 Tl

[9] BORGA, M, 001) HiLyuAH M : f&
] o HJ M
https://www.cs.cmu.edu/~tom/10701_sp11/sl
ides/CCA _tutorial.pdf $XHZ,

[10]

GROSS, R., MATTHEWS, I., COHN, J.
, KANADE, T. fIBAKER, S. 2010) %=

o WHBLGMuITHE, 28 6) , #807-813 T

[11] PHILLIPS, P.J., WECHSLER, H.
FIRAUSS, P. (1998) %% T FrEdirE Fi i 40
B EERRE R, B S Mt &,
16, #5 295-306 T,

[12]

PHILLIPS, P., FLYNN, P., SCRUGGS,
T., BOWYER, K., CHANG, J., HOFFM
AN, K., MARQUES, J., MIN, J.
FIWOREK, W. 005) RN IHBIAYE K
Pebk, 7F : A LRTZE T 5Nt
U B A Bl =i 16 ST IIFRERT
ST R, 200546 H, B PENEATr R -
G A IR 5947-954 T,



[13] DAMKLIANG, K. ©020) AT&T Ak
B £ o FIMEL TR, EIS
15 - https : //lwww.kaggle.com/kasikrit/att-
database-of-faces [ifj[n] HHA : 19/10/23],

[14] BAILLY-
BAILLIERE, E., BENGIO, S., BIMBOT
, F., HAMOUZ, M., KITTLER, J., MAR
IETHOZ, J., MATAS, J., MESSER, K.,
POPOVICI, V., POREE F., RUIZ B.
FITHIRAN J.-P. @003) HEFdEZE Fnf b
i o 7E:KITTLER, J. FINIXON, M.S. (=
U) FETEH AL A 1 N B IE
- AVBPA2003, if BEHEE:F W, HR
2688, bk MEHEE : findhs 5%525-638 T,
[15] PHILLIPS, P.J, @002) A&iHBIHA
Pk, T : 2002490 ATEH £ 2 )] DR 1 e,
LR = R B A BRES A6 ST, %
VRINRAYT AL« B S IR S R2-
25 T,

[16]

OTOOLE, A., HARMS, J., SNOW, S., H
URST, D.R, PAPPAS, M, FIABDI, H, (
2005) HXFEEN NI ROV 571 SiEE , el
SR Jii
PO ERERES, 27 6) , H#B12-
816 T,

[17] HWANG, B.-
W., BYUN, H., ROH, M.-C. FiLEE, S.-
W. @003) I N Ffee HEsR 1T BN
OB RAHEE 3F 4% 7E:KITTLER, J.
FINIXON, M.S. (F 4 ) F5F5 i Fn gl #i
HrEEER i N S8 E . AVBPA2003, 1
ChliREs 7 X R
2688, Ak MHEE e, SH57-565 T,
[18] GORODNICHY, D.O, @003) i #i
HRgEES R B o 7E:KITTLER, J.
FINIXON, M.S. (F=4g ) T il Fn el 4
HEEYEE 1T AN 56 1E . AVBPA2003, it
LY W X , B
2688, Ak MHEE  fEEAES, 5505-514 T,
[19] LUAIBI, M.K.
FIMOHAMMED, F.G. ©Q019) M7 # i
- BAMLPSy 2k ZRPCATREIEES 15 Hil
o PHrEAQERT Ik
, 54 6) , FMhttp://jsju.org/index.php/journ
al/article/view/400 3£15

[20] GORODNICHY, D.O, 005) Xy
W EINIE IR BIREZE T - 200545 HrEdE 2R

11

M SRR 251 TR R B R AL
LRI G STE, B VAR R - R
T IFfithes 58330-338 T,

[21] SHAKHNAROVICH, P., VIOLA, A.
FIMOGHADDAM, B. 002) —/MNHT3L it
N A1 7% = S < S s
FEEE, T : 2002475 HTH ERSITRAXEHE Hll X
Sy R N T == R W I Y R e B (T & )
FEAR RN ERSOE ST B TNEayr (a4
L BB U PR 5710-15 T,

[22] WILLING, R. @003) #li7 (¥ira s
(R o, s B B TR i gl [1i%
14 B3EEL FIMECTRIRERS eI
5 - http://www.usatoday.com/usatonline/200
30902/5460651s.htm [ i [a] B [H]
:19/12/19],

[23] GORODNICHY, D.O, 006) it
BB AL G ) o & RO
5 24 6) , H#1-6 T,

[24] WAYMAN, L., JAIN,
AK., MALTONI, D. fIMAIO, D. (4 &
o ) 005) AWmHRISRR R, &t AiEE
Tl 412 : hmdhR,

[25]

PHILLIPS, P.J., GROTHER, P., ROSS, J.
M., BLACKBURN, D., TABASSI, E. ,
FIBONE, M, 003) AJi& i B J P& i
2002 : PEAHR S o) B N -
HIEBF R AT,

[26] CORTES, C. fiIMOHRI, M. 004) 8
HEE TR PEEXTE], MR (EEOA B gt
& 17, %305-312 77,

[27]

BOLLE, R., RATHA, N.fIPANKANTI, S
. 2004) BEGH i Rg B 1% ot 45 15
Py, o R SR R 93 (1), FL-33
Tl
[28] FAWCETT, T. Q004)  fi
WIPEEE FE RN L S R . BEUR F
31 @), F1-38T1,

[29] YAMBOR, W., DRAPER, B.
FIBEVERIDGE, J. 002) ZtEFPCARIA
B AR B Rk RMRAE % B
YRR, 7F : CHRISTENSEN, H.
FPHILLIPS, J. GriE) 115U b FHELLG
W ARAUE B HRREAR, 5E39-60
T,

~



12 Alrawi et al. / Journal of Southwest Jiaotong University / Vol. 55 No. 1 Feb. 2020

[30]

BELHUMEUR, P., HESPANHA, J.fIKRI
EGMAN, D. 1997) F#iHie 5y K fie i
I REE & MRS H B . B LR
TGO ERREs, 19, #711-720
s
[31] D.O. GORODNICHY @009) Aji&%dE
JBE H3PAE fE: LS. G, ) AR R ERke
P SR,

[32]

PHILLIPS, P., FLYNN, P., SCRUGGS,
T., BOWYER, K., CHANG, J., HOFFM
AN, K., MARQUES, J., MIN, J.
FIWOREK, W. 005) #EBA fie iH 5
HERPRE . 76 B R LRETFS i B &
T RH b FiseGR Bl 106 S8 IR
SEHITT 5, 2005476 H, H v NS (R82f: < B
TEHE T IFTT S 4947-954 T,

33

I[—IU]ANG, G., RAMESH, M., BERG, T,
FILEARNED-

MILLER, E. Q007) JEEfIHHfL : 1B &
A EF ST R Bl Rz, PEieRs
G ZERT,

[34]

PHILLIPS, P.J., MOON, H., RIZVI, S.
FIRAUSS, P.J. 2000) AW iH Bl HA 2
HROWE Mk B TR W
PR ERERESS, 22 10) , %09
0-1104 T,

[35]

MESSER, K., MATAS, J., KITTLER, J.

, LUETTIN, J.

FIMAITRE, G. 1999) XM2VTSDB : ¥~
JEYM2VTSEIEZE . 1F : 5 JH i Al
HYEARATE AT PIER 28006 ST, 1R8I, +=F
{6 LRI AAX, 199943 H, #72-77 T,

[36] DELAC, K., GRGIC, M.
FGRGIC, S. 006) 1 % HEHRFEIRE L W
PCA, ICAFLDAMJNIES A9, [EiT %%
SRR ZeE 15 6) , 5252-260 171,

[37] ABD, A.
FREYADH, H. 018) ;&A3DA &
BB 1S N FREE 2t
& 13 @4) , #510482-10489 T,



