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a b s t r a c t

The routing problem for traffic engineering can be solved using different techniques. For example, the
problem can be formulated as a linear program (LP) or a mixed-integer linear program (MILP) that
requires solving a complex optimization problem. Thus, this approach typically cannot be used for
solving a large problem in real time. Alternatively, heuristic algorithms may be devised that, though
fast, do not guarantee an optimal decision. This work proposes a novel design of a system that employs
a deep learning model trained on optimal decisions to solve the routing problem. The model learns
to adapt to traffic dynamics by updating the traffic split ratios to distribute traffic to a few paths
between a source and a destination instead of frequently computing a single path for a source and
destination pair. This solves the problem of network disturbance and traffic disruption. Specifically,
we train two deep learning models: DNN (MLP), which is fully connected layers of neurons, and DNN
(LSTM) that consists of a few layers of LSTM neural network and a dense layer. The two models are
evaluated in a TE simulator. The system offers two important features of a good traffic engineering
system: producing close to optimal traffic engineering results and responding to traffic dynamics in
real time. We perform simulations on two topologies, the ATT North America topology, and a 4x4
grid topology. The results show that our proposed system can learn from optimal decisions to attain
a responsive traffic engineering system.

© 2022 Elsevier B.V. All rights reserved.
1. Introduction

Recently, there have been many proposals that exploit Ma-
hine Learning (ML)/Deep Learning (DL) techniques to solve the
outing problem in Traffic Engineering (TE) to minimize the net-
ork congestion or delay [1–12]. Regardless of the different op-
imization objectives, most past research treats the TE problem
s finding a dynamic single path between any source–destination
SD) pair. It has been shown that multi-path routing, i.e., traf-
ic splitting across different paths, is more advantageous than
ingle-path routing, as we will show in Section 2. A dynamic
ptimal single path in a production network can cause additional
verhead to network elements, i.e., switching or routing devices,
ue to the need for installing new paths whenever there is a
hange in the network traffic patterns. It has been shown that,
nder real network settings, traffic splittings between paths are
elatively fast operation compared to installing new routes in
he system that may take several minutes to update on many
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geo-distributed networking devices [13]. Besides, installing and
deleting routes may introduce network disruption and stability
problems. Thus, it is more advisable to choose static multi-path
routing over dynamic single-path routing.

Considerably, the most prevalent solutions to the TE problem
is to model it using LP or MILP. The use of such mathematical
modeling can give an optimal solution, but requires significant
amount of computation, and therefore is not responsive to real
time requirements [2]. As a result, researchers have designed
heuristic solutions to solve for the same objective function, a
task that is non-trivial in many cases and does not guarantee an
optimal or near-optimal solution [14,15].

ML/DL offers promising solutions to the TE problem. Research-
ers often use a Supervised Learning (SL) model that was trained
on sub-optimal or local optimal data, e.g., training data obtained
from standard routing protocols [1] such as the Open-Shortest
Path First (OSPF) protocol. However, an ML model trained on such
data cannot produce optimal or quasi-optimal routing decisions.
This is the reason why researchers tend to use Reinforcement
Learning (RL). However, reinforcement learning has two major
problems that have not been addressed yet, proof of optimality
and speed of convergence [16].

https://doi.org/10.1016/j.future.2022.04.036
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In this work, we strive for a TE system with the following
esirable characteristics:

• Multipath TE The TE system makes use of more than one
path between each SD pair to take full advantage of network
resources.

• Optimality The TE solution is optimal or quasi-optimal.
• Responsiveness The TE systemmust quickly adapt to chang-

ing traffic patterns while producing the optimal or quasi-
optimal solutions.

• Stability The TE system must ensure stability by using a
few precomputed paths or dynamic paths but with mini-
mal changes to these paths in response to changing traffic
patterns.

Deep Neural Networks (DNNs) can generalize from previously
een examples and process a new input instantaneously after the
raining process is finished. Unlike traditional Machine Learning
ML) techniques, DNN can perform feature engineering with the
nderlying learning system instead of selecting features manu-
lly. In addition, it is challenging to perform feature engineering
or the routing problem as all the input features we use are of
he same type, a quantity of demand that needs to be forwarded
rom a source to a destination.

To this end, we propose DNN models to learn traffic for-
arding based on traffic splitting instead of learning optimal
aths. We train the DNN to learn traffic routing based on traffic
ngineering decisions from a TE system known as RACKE+AD and
escribed in [17], that has been shown superiority over other
E systems in terms of throughput, delay, and congestion. The
ACKE+AD TE system forwards traffic based on routes computed
sing the Räcke’s oblivious routing algorithm [18–20] and split
raffic across these routes based on the average delay objective
unction, described in Section 2. Routes selected using the Räcke’s
odel mitigate congestion that occurs when the TE system al-
ays selects the shortest path without being aware of network

ink capacity.
The routing problem is not limited to communication net-

orks but can arise in many types of networks, such as trans-
ortation networks [21], and complex networks [22,23].
The contributions of this work are as follows:

• We propose two DL models, DNN (MLP) and DNN (LSTM),
for the routing problem. The models learn traffic split ratios
obtained from the optimal solutions as a result of solving the
routing problems using LP. Furthermore, we test the trained
models in a TE simulator and report the gap in throughput
between the optimal LP solution and the solution we get
from the trained models.

• We compare the performance of the two proposed DL mod-
els. The result confirms that the LSTM neural network per-
forms better than MLP.

• We show the effectiveness of multi-path routing over single-
path routing and their impact on network performance.

The rest of this paper is organized as follows. In Section 2,
e describe the motivation behind our proposal with some early
xperimental results that show the performance of different TE
ystems. In Section 3, we discuss prior work with a focus on the
ield of traffic engineering. We describe our system in Section 4. In
ection 5, we report and discuss our findings. Finally, in Section 6,
e present the conclusions.

. Motivation

To the best of our knowledge, most of the previously proposed

L/DL solutions for the routing problem involve a single path
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Fig. 1. Piece-wise linear approximation of the delay function.

Fig. 2. Abilene topology.
Source: Regenerated
from [25].

planning [1–8] and ignore the effect of multipath routing on
network performance, i.e., the lack of modeling a TE system that
splits traffic across many available paths between the source
and destination nodes. In this section, we perform a series of
simulations to show the benefit of splitting traffic across a few
static paths between each SD pair over forwarding traffic on a
single but dynamic optimal path between each SD pair.

Simulation Setup. We compare six TE systems, four of which
se three static paths between each SD pair. These four multi-
ath systems are the combinations of two path selection strate-
ies and two traffic splitting objective functions. The two routing
trategies are the k-shortest paths and paths extracted from
he Räcke’s oblivious routing algorithm. The two traffic splitting
bjective functions are Load Balance (LB), also known in the
iterature as the minimization of the maximum link utilization
MLU), and Average Delay (AD) objective function which is a
iecewise linear approximation of the delay function depicted in
ig. 1. The other two TE systems are the optimal systems that
se a single dynamic path with the same two traffic objective
unctions mentioned earlier. We conduct the experiment using
he Abilene topology1 as depicted in Fig. 2. The traffic matrices
re generated using the gravity model [13,24].
Fig. 3 shows the cumulative distribution function of the six TE

ystems for 3 performance metrics: delay, throughput, and link
ongestion. The results confirm that TE systems with dynamic
ptimal single paths do not perform better than multi-path sys-
ems. For example, in Fig. 3(c), using 3 static paths over one single

1 Dataset available at: http://www.topology-zoo.org/dataset.html.

http://www.topology-zoo.org/dataset.html
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Fig. 3. Three measured metrics for the Abilene topology for different routing
strategy settings.

path enhanced the utilization of about 40% when the LB objective
function was used. Thus, we propose a deep learning model that
learns traffic splitting instead of learning the best single path to
route traffic. Furthermore, we propose modeling a TE system with
paths chosen based on the Räcke’s oblivious routing model and
traffic splitting based on the AD objective function. This traffic
engineering approach achieves comparable performance in delay,
throughput, and link utilization with respect to the optimal traffic
engineering [17]. The AD objective function has shown better
performance than MLU [17] due to the degraded performance
174
of MLU under heavy traffic loads, which may limit the total
throughput of the network [26]. The aforementioned TE system
is referred to in the literature as RACKE+AD,SALMAN202155.

3. Related work

The usual approach to solve the routing problem is to use LP
for multi-path routing strategy and MILP for single-path rout-
ing strategy. In general, both strategies are intractable since the
runtime scales quadratically with the topology size [27,28]. Since
network traffic is dynamic, a new allocation of flows has to be
recomputed periodically and if routing configurations are not
updated in time, the network will be underutilized.

Some works have exploited ML/DL solutions to solve the rout-
ing problem. The work of [5] proposed a sequence-to-sequence
deep learning model to predict the forwarding path between each
SD pair from historical forwarding experiences. They further used
an attention mechanism [29] and beam search [30] to ensure
the connectivity and a proper ordering of nodes. However, as
mentioned earlier, relying on historical forwarding experiences
does not guarantee an optimal solution. In [2], in an approach
similar to our approach, they proposed a DL model trained on op-
timal decisions attained by solving MILP optimization problems
to predict the optimal single path between every two nodes. Our
approach is different from their approach in that we use multi-
path routing instead of a single path, and the TE system we use
to learn the model is also different from their system.

In [1,6,7] the authors proposed a decentralized deep learning
system where each node has several DL models equal to the
number of destinations in the network. This decentralized DL
model works in a hop-by-hop fashion by predicting the next hop
the packets should be forwarded to. All the DL models along the
path collaborate to form the path of the packet. The drawback
in this approach is that each node has to train as many models
as the number of destinations. They tested their approach on
a small topology, a 4 × 4 grid; however, only 12 actual nodes
ere used as edge routers. The other 4 intermediate nodes in the
iddle serve as forwarding nodes. In addition, they collected their
ata based on the OSPF routing protocol. OSPF routing protocol
equires calculating the shortest path periodically, increasing CPU
tilization, and disturbing network services. Furthermore, it has
een shown in the literature that utilizing the shortest path may
ot help minimize the congestion due to many flows competing
or the same highly utilized link [13,17]. Moreover, the work in [1,
,7] requires propagating the traffic patterns to all the models
eriodically, resulting in increased overhead.
In [31] the authors proposed a DL-based distributed routing

ystem that can guarantee connectivity with the help of the link
eversal theory. They have shown that even a small error in the
L model can result in routing loops/blackholes. However, similar
o [1,6,7], their approach is distributed hop-by-hop routing that
as difficulty in achieving optimality. Furthermore, they use the
hortest path routing, which may degrade performance because
any flows may compete for the same bottle-necked link. They
lso use the load balancing objective function, which has some
erformance issue under stressed traffic conditions [17,26]. In a
imilar approach in [3], they trained a separate model for each
ource and destination pair in the network. Furthermore, they use
upervised learning with data generated from heuristic solutions,
hich does not guarantee optimality.
Recently, there have been breakthroughs in the field of AI

y combining Deep Learning with Reinforcement Learning (RL),
eep Reinforcement Learning (DRL). One prominent example
n [32] where the authors created an agent that performed dif-
erent and challenging tasks of learning to play 49 games on the
tari 2600 platform. Another example in [33] where the agent
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Fig. 4. A pipeline showing the steps of the proposed traffic engineering system that leverages Deep Learning.
earns to play the game of Go that has a gigantic search space.
n DRL, an agent is responsible for observing which set of actions
ead to better performance. The agent sends actions as input and
eceives observations and rewards as output. The reward serves
s feedback to the learning algorithm. From the TE perspective,
n input might be a set of selected routes as actions to forward
raffic, and an output might be congestion status as observations
nd the maximum utilized link as a metric (or a reward). Some
otable examples of RL/DRL for the routing problem can be
ound in [4,9–11]. There are two main drawbacks with deep
einforcement learning or reinforcement learning when it comes
o traffic engineering: (1) it learns to route traffic based on its own
xperience, without using labeled data. Learning from historical
ecisions, however, does not ensure the optimal or near-optimal
olutions. The algorithm may provide solutions that are locally
ptimal. According to a study in [16], proof of convergence is not
horoughly and convincingly addressed yet. To ensure the optimal
olution, the model may have to rely on optimally labeled data.
2) Another issue with RL is the speed of convergence. According
o the same study in [16], further investigation is required to
rovide the bounded delay of the routing decision made by the
L-based routing algorithm.
The paramount difference between previous work and our

ork is that the routing problem is usually treated as selecting
aths to send packets from sources to destinations in previous
ork. In contrast, our work treats the problem as splitting traffic
mong a few paths that are preselected for each SD pair.

. System description

This section describes our proposed model that learns near-
ptimal traffic split ratios that will be used to route traffic flows
or better delay, throughput, and resource utilization. Fig. 4 shows
he three main steps of the proposed system.

Please note that the first two steps, training data preparation
nd model training, happen offline, then the resulting model can
e applied online through the third step, the running phase.

.1. Training data preparation

Training data are generated, in an offline mode, by solving
ens of thousands of problem instances in parallel using a Linear
rogram (LP). One LP instance takes the topology information
nd TM as input. It produces the corresponding routing strategy,
.e., split ratios over a fixed set of routes as output. We use
175
the Gurobi optimization software [34] to solve these problem
formulations in parallel. To output a valid routing prediction, data
should not be scaled or normalized on a per column basis. Instead,
the whole dataset should be normalized or scaled altogether
as there are dependencies between individual columns in the
dataset. Alternatively, data can be generated on a scaled topology,
i.e., link capacities are scaled in the range [0, 1]. This is necessary
to match the output of activation functions (for example, ReLU
and Sigmoid).

4.2. Model training

We train two deep learning models, DNN (MLP) and DNN
(LSTM), that, once trained, can find the routing decision instan-
taneously. They learn mapping traffic matrices to their corre-
sponding near-optimal traffic split ratios, with routes selected
statically using the Räcke’s oblivious routing model [19,20]. To
ensure unbiased evaluation, each traffic matrix (TM) is gener-
ated independently from a distribution of a sparsified gravity
model. The split ratios are calculated based on the piecewise
linear approximation (PLA) [17,35] of the average delay objective
function [36]. One of the motivations for considering demands
only as input features is that they directly relate to network
status. When a new flow arrives, some links will be affected.
Likewise, when an existing flow terminates, some links’ loads will
be reduced. The traffic matrices can be easily collected due to
SDN technology. The neural network models are trained using
a dataset generated as described in Section 4.1 by solving many
optimization problems using LP. LP is an optimal method to solve
the routing problem but may not be efficient, especially for a large
network. Thus, in this work, we try to utilize the output we get
from LP to train a neural network model to do the job instead.
In our case, the routing strategy is to obtain only split ratios of
traffic per each SD pair over a limited number of static routes.
These routes are calculated based on the Racke’s oblivious routing
model that has shown superiority [13,17] over the shortest path-
based techniques [37]. Similar to the first step in Section 4.1, this
step is also done in an offline mode.

4.3. Running phase

When the training is completed, the SDN controller can use the
model to provide switches with the new split ratios periodically.
The frequency at which the routing decision is updated is up to
the network operator. The real-time traffic matrix must be col-

lected by the SDN controller and fed to the model to decide on the
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Fig. 5. A 4 x 4 grid topology used in evaluation.

Fig. 6. The ATT North America topology.
Source: Regenerated from [25]

ew ratios. The evaluation results have shown that this model is
ccurate enough to achieve the near-optimal performance. Using
his approach, the SDN controller does not need to install new
outes on switching devices; instead, the same routes are used.
raffic is adapted to changing traffic patterns by changing the
plit ratios only. In a production network, updating split ratios is a
elatively cheap operation compared to the operation of updating
outes on network elements [13].

The quantity of the split ratios might be quite large for large
etworks. A network of N nodes with 4 selected routes per each
D pair (assuming 4 routes per SD pair are available) will lead
o a total of N ∗ (N − 1) ∗ 4 split ratios. It has been shown that
sing only a few routes per SD pair can give a performance that is
nly a few percent away from the optimal [13,17,38]. Because the
unning phase relies on the trained model, this phase is applied
nline. Thus, the SDN controller can query the model and get the
outing configuration in real-time. This process of querying the
rained model is much faster compared to solving an optimization
roblem.

. Performance evaluation

This section evaluates the performance of the two proposed
eep learning models using two topologies, a 4 x 4 grid topology
Fig. 5) and ATT North America topology (Fig. 6). The information
f these two topologies is given in Table 1. We trained two

odels, DNN (LSTM) and DNN (MLP), for each topology. t
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Table 1
Network topologies used in the evaluation.
Topology Nodes Directed links

4 x 4 grid 16 48
ATT North America 25 114

5.1. Evaluation setup

We conducted model training on a remote computer with an
Intel Xeon 2.20 GHz CPU, 16 GB RAM, and Tesla V100-SXM2-
16 GB GPU. Due to the large size of the output (routing decision)
that needs to be predicted by the neural network, we restricted
our evaluation on two backbone topologies, a 4 x 4 grid topology
nd the ATT North America topology. The length of the input
ector represents the number of demands between all SD pairs.
hus the input vector length is 240 and 600 for the 4 x 4 grid
opology and the ATT North America topology, respectively. The
ength of the output vector that needs to be predicted depends
n the input vector, i.e., the number of demands and the number
f paths used between each SD pair. Thus, with only 3 paths used
etween each SD pair, the length of the output vector is 720 and
800 for the two topologies, respectively. However, although 3
aths are allocated for each SD pair, some paths are not used at
ll as this depends on the objective function being used. We use
rid search to decide on the number of neurons and number of
ayers in the DNN and other hyperparameters. We tried different
onfigurations regarding the learning rate, drop rate, and the
ptimization algorithm. The rest of the used hyperparameters are
epicted in Table 2. We checked the performance of the model for
ach configuration by testing it on a validation set, and selected
he model with the least Mean Absolute Error (MAE). The MAE
as also used to compare the performance of the two men-
ioned DNN architectures. For DNN (MLP), the best performance is
chieved with two layers. The first layer has a number of neurons
5% larger than the length of the input vector, and the second
ayer has a number of neurons equal to the length of the output
ector. For the DNN (LSTM), 2 layers of LSTM cells with one last
ense layer were used.

.2. Evaluation

In this section, the performance of our two proposed deep
earning models is evaluated. We evaluated the performance
n two stages. First, we show how the models are learning
raffic splitting with decreasing model training error over time
Figs. 7(a) and 8(a)). Second, we performmodel inference (Figs. 7(b
nd 8(b)) by integrating the best model obtained in stage 1 into
TE simulator from [17]. The response time for each approach is
eported in Table 4. Using the TE simulator, we show how close
he throughput from the DL model to the throughput obtained
rom solving the LP in two cases, RACKE+AD and optimal. We
efine the optimal solution as using all the paths between all the
ource–destination pairs in the network with the AD objective
unction described in Section 2. We refer to this optimal solution
s OPTIMAL (AD).

.2.1. Model training
As can be seen in Figs. 7(a) and 8(a), both models are able

o learn the splitting ratios for both topologies. The model that
ses LSTM results in a slightly better prediction performance. This
ould be attributed to the fact that LSTM has memory and a much
ore complex architecture than MLP. However, the results show
light overfitting to the training data, which can be mitigated
sing the deep learning regularization techniques. Both models
ook less than one hour to finish training, making them feasible

o retrain in case of topology change.



M.I. Salman and B. Wang Future Generation Computer Systems 135 (2022) 172–180
Table 2
Hyperparameters used for training DNN (LSTM) and DNN (MLP) for two topologies. The best achieved model is with parameters
highlighted in a bold font.

4 x 4 grid ATT North America

DNN (MLP) DNN (LSTM) DNN (MLP) DNN (LSTM)

Learning rate α 0.01, 0.001 0.01, 0.001 0.01, 0.001 0.01, 0.001
Dropout rate 0, 0.1, 0.2 0, 0.1, 0.2 0, 0.1, 0.2 0, 0.1, 0.2
Optimizer Adam, RMSProp Adam, RMSProp Adam, RMSProp Adam, RMSProp
Layers information:
1 hidden layer [255] [65] [450] [80]

[240] [85] [600] [100]
[300] [95] [750] [120]
[360] [115] [900] [140]

2 hidden layers [240, 720] [65, 95] [600, 1800] [80, 120]
[300, 720] [85, 85] [750, 1800] [90, 110]
[360, 720] [95, 65] [900, 1800] [100, 100]

[110, 90]
Fig. 7. (a) Training errors for models; (b) network throughput achieved using
the two models for 4 × 4 grid topology.
177
Fig. 8. (a) Training errors for models; (b) network throughput achieved using
the two models for ATT North America topology.
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Table 3
Overall average of network throughput.
Topology Algorithm Mean

DNN (MLP) 89.836
4 x 4 grid DNN (LSTM) 89.992

RACKE+AD 90.990
OPTIMAL (AD) 91.177

DNN (MLP) 91.506
ATT North America DNN (LSTM) 91.771

RACKE+AD 97.136
OPTIMAL (AD) 98.807

5.2.2. Model inference
We would like to see how the learned models from the first

tage perform in the simulator. We integrated the two proposed
L models into the TE simulator to evaluate how the prediction
erforms against the original near-optimal solution obtained by
he RACKE+AD TE system and the optimal solution. As shown
n Figs. 7(b) and 8(b), network performance is evaluated for the
wo DL models, RACKE+AD TE, and the optimal solution, using
he throughput metric. Because of the consequent overlapping
etween lines in Fig. 7(b), the results in Figs. 7(b) and 8(b) are
ggregated in Table 3. The throughput on average, as can be
een in Table 3, is about 1% and 6% away from the RACKE+AD
hroughput for the 4 x 4 grid and the ATT North America topolo-
ies, respectively. The gap in the throughput between the learned
odels and the RACKE+AD system on the 4 x 4 grid topology is
uch smaller than the gap on the ATT North America topology.
his is due to the much smaller size of the predicted splitting
atios vector of the 4 x 4 grid compared to the output size in
he ATT North America topology which is 720 to 1800. In the
imulator, although it is not the case in practice, we assumed that
he RACKE+AD TE system could find the optimal solution instan-
aneously without accounting for the time required to find the
olution each time the TM is updated. Thus, we expect the learned
L models to perform much better in a real production network
han the solution obtained by solving LP, RACKE+AD and OPTIMAL
AD). We compare our results mainly with RACKE+AD because
ur two DL models are trained on data obtained from RACKE+AD.
owever, the result for the optimal model is also provided as
reference. RACKE+AD was 0.187% and 1.671% away from the
ptimal solution in 4 x 4 grid and ATT North America topologies,
espectively. It should be noted that although we provided the
ptimal solution in terms of performance (Figs. 7(b) and 8(b)) and
ime taken to find the solution ( Table 4), in practice, it is difficult
o apply the optimal solution due to three reasons. First, the
ptimal solution uses all the available routes in the system which
ntroduces routes oscillation problem [13,17]. Second, switching
evices typically have limited TCAM memory and it is difficult
o store all available paths in that limited memory. Third, due
o the large number of variables and constraints in the LP of the
ptimal solution, the optimal solution is difficult to be realized in
eal-time as can be seen in Table 4.

.2.3. Responsiveness
Table 4 indicates that the two DL models require a remarkably

ess time in processing the input than the LP solutions, RACKE+AD
nd OPTIMAL (AD). The numbers in Table 4 (highlighted in a bold
ont) represent the total time in seconds an approach took to
rocess the inputs of 100 traffic matrices.
For 4 x 4 the grid topology, the two DL models process the

nput 80.92%–83.48% faster than RACKE+AD while it is 93.38%–
4.27% faster than OPTIMAL (AD). On the other hand, for the ATT
orth America topology, the two DL models process the input
77.99%–81.39% faster than RACKE+AD and 98.91%–99.07% faster

han OPTIMAL (AD). As there is a trade-off between performance
178
and responsiveness, we expect our learned approach to give
better than or comparable performance of that of LP as network
demands are dynamic in nature and frequent update is required.

6. Conclusions

We have presented the design and evaluation of a new DL-
based traffic engineering system for a software-defined network.
The new system achieves two important characteristics of a good
TE system, closeness to optimality and fast responsiveness. The
fast responsiveness is naturally achieved due to the instantaneous
inference of ML models. The closeness to optimality is achieved
by training DL models on optimal solutions calculated beforehand
using linear programming mathematical modeling. The proposed
system also achieves an important feature which is stability of
network operation. The stability is achieved by changing traffic
split ratios as needed rather than installing/deleting new/old
routes in the network in response to the change in traffic pat-
terns. The main difference between our work and previous work
is how we characterize the input and the output of the deep
learning model. We have shown that relying on traffic demand
pattern only, as features, can give a good performance due to
the direct relationship between demands and routing of demands
over multiple paths. The output of the DL models is characterized
by the traffic split ratios, as opposed to paths between SD pairs
in previous work. However, the proposed system has shown an
optimality gap with the ATT North America topology that is larger
than the optimality gap with the 4 x 4 grid topology due to the
much larger output for the ATT North American topology. The
optimality gap is relatively high only for large networks due to
the increased size in the output vector that needs to be predicted.
However, during the simulations, we assumed that the linear
program could make an instantaneous decision. While it actually
takes several seconds to find a solution for a single TM in a
production network. For future work, we would like to mitigate
the gap in optimality in two ways: (1) by investigating different
DNN architectures and (2) by training many DL models where
each model is in charge of predicting a small part of the large
output.
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Table 4
Total response time for 100 traffic matrices (in seconds). ∆1 is the percentage difference between the current model and RACKE+AD.
∆2 is the percentage difference between the current model and the optimal solution.
Algorithm 4 × 4 grid (∆1) (∆2) ATT N. A. (∆1) (∆2)

DNN (MLP) 20.85 (−83.48%) (−94.27%) 25.48 (−81.39%) (−99.07%)
DNN (LSTM) 24.09 (−80.92%) (−93.38%) 30.134 (−77.99%) (−98.91%)
RACKE+AD 126.26 (0.0%) (−65.32%) 136.94 (0.0%) (−95.04%)
OPTIMAL (AD) 364.10 (+188.37%) (0.0%) 2765.52 (+1919.51%) (0.0%)
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