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Abstract: Multi-parent crossover has been proven its ability to address many of combinatorial optimization 

problems such as the traveling salesman problem and the vehicle routing problem with time windows. The 

successful use of multi-parent crossover arises from its abilities to enhance the search performance via utilizing 

information exchanged by more than two parents and inheriting by offspring. These parents are selected according 

to one of the selection mechanisms. Selecting the most appropriate parents for a crossover process might leads to 

improving the effectiveness of genetic algorithm.  Therefore, this work investigates the effect of selection 

mechanism on the efficiency of multi-parent crossover. To test this, seven selection mechanisms have been used; 

random selection mechanism, roulette wheel mechanism, stochastic universal sampling mechanism, tournament 

selection mechanism, best selection mechanism, single best-couple random selection mechanism and couple best- 

single random selection mechanism. The performance of the proposed algorithm is tested using Solomon VRPTW 

benchmark. The experimental results show the superiority of multi-parent crossover that employs the selection 

mechanism which selects the outstanding individuals to form most of parents over multi-parent crossover that 

employ other selection mechanisms. This demonstrates the efficiency of employing best parents in a crossover 

process that can assist the search process to attain a better solution. 

 
Keywords: Vehicle routing problem; Genetic algorithm; Selection mechanism; Crossover 

 

1.  INTRODUCTION  
Vehicle routing problem with time windows (VRPTW) 

described as one of the challenging combinatorial 

optimization problems [1]. VRPTW is an extended 

version of traditional Vehicle routing problem [2] that 

considers time restriction [3, 4]. The main aim of 

resolving the VRPTW is to design a group of vehicle 

routes that can serve a group of customers with the least 

cost and avoid any violation to the prescribed 

restrictions. Four obligatory restrictions must be 

regarded; these are: (1) a vehicle must begin and stop at 

the depot, (2) the overall requests of customers which 

are allocated to a vehicle must not exceed the capacity 

of the vehicle, (3) each customer must be served within 

the required time window, (4) split deliveries should be 

avoided. The goal of solving VRPTW is to generate 

feasible routes to serve all customers with minimal cost 

(see Equation (1)). Assume the following variables  [5]

: 
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v number of serving vehicles. 

n number of customer nodes (excluding the depot node). 

tij travel time from customer ci to customer cj. 

 

The quality of the solution S is measured using an objective function: 
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Due to the fact that exact approaches work 

effectively only  in  solving NP-hard (Non-

Deterministic Polynomial-Time Hard ) problems with a 

small size, meta-heuristic procedures are usually 

desirable as solution techniques to address NP-hard 

problems [5]. Consequently, there are a great number of 

meta-heuristic algorithms that have been employed to 

deal with the VRPTW as an NP-hard problem [6]. In 
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1995, a tabu search algorithm with a probable strategy 

was introduced by Rochat and Taillard to create a 

balance between diversification and intensification [7]. 

Russell and Chiang employed a scatter search to solve 

the VRPTW [8]. Nazif and Lee suggested a genetic 

algorithm that is equipped with an optimized crossover 

factor to deal with the VRPTW [9]. Wang hybridized 

an ant colony algorithm with iterated local search 

algorithm so as to avoid convergence with the local 

optima [10]. [5] utilized a set-based particle swarm 

optimization for solving VRPTW. 

Genetic algorithm (GA) was proposed by [11]. 

Since then GA has been popular, because it can 

contribute to detect good solutions for complex 

mathematical problems in a reasonable amount of time 

[12, 13]. GA is unlike the classical local search 

algorithm in that it is able to operate on a big group 

(population) of solutions. The core operator of GA is the 

crossover operator which is employed to merge two 

solutions (parents) to swap the information from one 

solution to another. In terms of  the crossover or the 

combination operator, some types of crossover operators 

were presented during the past years including one point 

and multi points crossovers [14-17].  It is argued that not 

all types of crossover operators might be suitable to deal 

with vehicle routing problem. This is because of the 

restrictions which have to be taken care of to avoid 

having infeasible solutions [13, 18]. Accordingly, 

several types of crossover operators have been designed 

to deal with vehicle routing problem like the order 

crossover (OX) [19]  and edge-assembly crossover 

(EAX) [20]. 

In spite of the efficacy of two parent crossover, 

recent works demonstrate that the efficacy of GA is 

revised via utilizing a crossover of multi parent instead 

of two parents [21-23]. The use of more than two 

parents in the crossover process leads to producing 

offspring who carry new various features as they inherit 

their features from different parents. Accordingly, the 

multi-parent crossover, in addition to the mutation 

operator, increases the exploration of the search at the 

expense of the search exploitation. This will negatively 

affect the efficiency of the search and leads to obtain 

less competitive solutions. In GA, the selection process 

is responsible for choosing the parents for mating and 

guiding the search to the good region within the search 

space (where the best solutions may be located). So, The 

parent's selection mechanism has its clear effect on 

attaining the exploration-exploitation balance which has 

a positive effect on the search efficiency [13, 18].  

Different selection mechanisms have been used 

in previous works such as the roulette-wheel mechanism  

[24, 25], tournament selection mechanism [26], [27], 

[28], [29], [30] and [31], rank-based selection 

mechanism [32] and [33] and random selection 

mechanism was adopted by some authors like [34-37]. 

However, at this point an essential question will be 

raised: 

Which of these selection mechanisms is better and why? 

This work aims to investigate the effectiveness of 

seven selection mechanisms on multi parent crossover. 

These are: random selection mechanism, roulette wheel 

mechanism, stochastic universal sampling mechanism, 

Tournament selection mechanism, best selection 

mechanism and two mixed selection mechanisms. 

Experiments are conducted on the Solomon’s VRPTW 

benchmark.  

2. GENETIC ALGORITHM 
GA was  proposed by Holland in 1975 [11]. Since then, 

GA has been popular, because it can solve various 

optimization problems, like the VRP, in a reasonable 

amount of time [5] [18]. GA evolves a population of 

solutions while searching for a better quality solution 

by using an evolutionary process. The major procedures 

within GA include the selection, crossover, mutation 

and updating processes [38]. GA begins with a group of 

solutions created either arbitrarily or via a specific 

version of heuristic algorithms. Then, the fitness of 

these solutions is calculated. After that the process of 

selection is employed to choose two solutions known as 

the parents, based on the fitness value [39]. These 

parents will pass through the crossover and/or mutation 

operator. The goal of the crossover operator is to merge 

the chosen parents so as to utilize or interchange 

information between these parents to create the 

offspring. The mutation operator can obtain the 

necessary diversity and protect the search against 

getting stuck in local optima. When the offspring is 

more efficient than the worst one in the present 

population, it will replace the worst solution. This 

procedure is reiterated several times and the process is 

called the generation in GA (see algorithm 1) [38]: 

 
 

 

 
 

 

 

 

 

 

Start 

      P      initial population; 

      Evaluate (P); 

      While termination criterion not satisfied Do 

P’      recombines (selected (P)); 

Mutate (P’); 

Evaluate (P’); 

P      replace (P’  P); 

      End while 

End 

Algorithm 1. A typical Genetic Algorithm 
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Commonly, the most significant operator in GA is 

the crossover operator due to its ability to manage the 

quantity of information needed to be swapped and 

inherited by the subsequent generation [9]. The role of 

crossover is to regulate the intensification process to 

direct the whole search process to a specific region. 

Many types of crossover operators have been presented 

including one point and multi points crossovers.  Each 

crossover operator has certain drawbacks and only 

operate successfully to tackle some types of problems 

[14, 18]. Not all types of crossover operators can be 

utilized to deal with VRPTW. This is because of the 

restrictions that have to be taken care of to avoid having 

infeasible solutions [1, 18]. Accordingly, several types 

of crossover operators have been exactly planned to deal 

with VRP like the order crossover (OX) [19]  and edge-

assembly crossover (EAX) [20]. Numerous works that 

focused on utilizing multi parents crossover have been 

lately reported [21, 22, 40]. The key point behind 

applying multi parents crossover is to obtain more 

exploration [21] [22].  

3.  PROPOSED ALGORITHM  
In this work, GA with multi-parent crossover (Multi-

GA) is used to deal with VRPTW. In VRPTW, 

chromosome, gene and node; represent solution, route 

and customer respectively. Fig. 1 shows the flowchart 

of the Multi-GA which consists of the following steps: 

 

 

 

 
  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Flow chart of Multi-GA. 

 

a. Initial population: In this work, the 

population of VRPTW is initialized using the 

greedy constructive heuristic as follows: 

Firstly, an empty route is created. Then, a 

customer is randomly selected and added to 

the current route as long as it satisfies the 

imposed constraints. When no customer can be 

added to the current route, a new route is 

created. The process of creating new routes 

and inserting customers is reiterated till all 

customers are inserted to a particular route. 

b. Selection:  When the population is created, 

this process proceeds to select parents for 

mating. Lots of selection mechanisms have 

been used in previous works [1, 18, 41]. Seven 

of these mechanisms are adopted in this work 

to investigate the effectiveness of each 

selection mechanism on the performance of 

Multi-GA: 

 Random Selection mechanism (RSM): in this 

mechanism, parents are selected randomly 

from the population regardless of its quality. 

 Best Selection mechanism (BSM): in this 

mechanism, best individuals (whose fitness 

value is the best) are adopted to be the parents. 

 Mixed Selection mechanism: in order to 

investigate the effect of involving the best 

parents and random parents in mating process, 

this work proposed a mixed selection 

mechanism. This mechanism represents the 

operation of mixing both early mentioned 

mechanisms, where some parents represent the 

best individuals and other parents will be 

selected randomly. On the base of the parents 

selection, mixed selection mechanism will be 

classified into two selection mechanisms: 

  

 Single Best-Couple Random Selection 

Mechanism (SBCR): In this mechanism, the 

best individual will be selected to be the first 
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parent and the other parents will be randomly 

selected. 

 Couple Best- Single Random Selection 

Mechanism (CBSR): In this mechanism, the 

two best individuals will be selected as first 

and second parents and the third parent will be 

randomly selected. 

 Best-Random Selection mechanism (BRSM): 

in this mechanism, all of parents represent the 

best individuals (whose fitness values are the 

best) in population except one that is randomly 

selected. 

 Roulette Wheel Selection mechanism 

(RWSM): The roulette wheel is the most 

widely used selection mechanism [42, 43] 

which is proposed by [44] . In this mechanism, 

each individual within the population is 

assigned to its selection probability (based on 

its fitness) and all parents are selected based on 

their selection probabilities, (see Fig. 2). 

 

 

 

 

 

 

 

 

 

 

 

                              Fig. 2 The roulette wheel selection mechanism 

 

 Stochastic Universal Sampling mechanism 

(SUSM): Instead of only one pointer is 

employed to select the individual as in RWSM, 

this mechanism utilizes number of similarly 

spaced pointers according to the number of 

selections required (N). The distance between 

these pointers is equal (1/N) and the place of 

the first pointer is randomly generated [13, 

18]. Fig. 3 illustrates this selection process.  

 

 

 

 

 

 

 

 

 

 

 

                          Fig. 3 The stochastic universal sampling mechanism 

 

 Tournament Selection mechanism (TSM): In 

this mechanism, k individuals are randomly 

selected to form a tournament group of k size. 

Then, the best individual within the 

tournament group will be selected as a one 

parent [13, 18, 45]. The rest of parents will be 

selected in the same process. The procedure of 

this mechanism is illustrated in Fig. 4. 
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Fig. 4 The tournament Selection mechanism 

 

c. Recombination: This paper aims to develop 

an insertion crossover of two parents [38] into 

a multi parent. The process of the suggested 

multi parent insertion crossover can be 

described as follows: Each parent is assigned 

to its inheritance probability (IP) which is 

calculated by Equation 2 [18]:  

 

ni

f

f
IP

n

j

j

i
i ..1

1






                        (2) 

 

Where n is the number of parents and fi is the 

quality of parent i. Thereafter, the offspring 

inherits its attributes (genes) from its parents 

on the base of the parents’ IPs.  

Since VRPTW is a constrained 

problem, generated offspring is usually 

infeasible because some customers are either 

missed or duplicated. To rectify the infeasible 

offspring, a repair mechanism is applied. The 

following steps illustrate the general procedure 

of this mechanism: 

 

 

 

 

 

 

 

1- Determine the duplicated and missed 

customers. 

2- Remove all duplicated customers from the 

routes. 

3- For each missed customer, do the following: 

- Try to allocate it to any possible 

route (if it does not violate the 

constraints).  

- If the customer cannot be located to 

any possible route, a new route will 

be created for it. 

 An example of three parent insertion 

crossover is illustrated in Fig. 5.  

 

 

 
 

 

 

 

 

 

Fig. 5 An example of three parent insertion crossover 

in VRPTW. 
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d. Mutation: Two-opt star operator is used in 

this step to generate the neighborhood solution 

[1]. This operator works as follow: select two 

routes randomly from the offspring and try to 

exchange the customers located at the end 

sections of these routes. 

e. Evaluation: We use equation (1) to evaluate 

the fitness value of each one of the 

chromosomes. 

f. Replacement: When the neighborhood 

solution (offspring) is more efficient than the 

poorest individual in the present population, it 

will substituted by the poorest individual. If 

not, the newly created neighborhood solution 

will be rejected. 

g. Termination process:  This phase examines 

the GA termination criterion. If the 

termination criterion is fulfilled GA will halt 

and give back the best obtained solution. If 

not, the steps b-f are reiterated. 

Algorithm 2 shows the main components of the Multi-

GA which utilizes the CBSR selection mechanism to 

select parents for mating. 

Algorithm 2 The proposed Multi-GA-CBSR algorithm  

Start 

      P       initial population; 

      Evaluate (P); 

      While termination criterion not satisfied Do 

 /* Selection */ 

The two best individuals are selected as 1
st
 & 2

nd
 parents 

The 3
rd

 parent is randomly selected 

/* Recombination */ 

Assign each parent to its inheritance probability (IP) using Equation 2 

Create an empty offspring  

The offspring inherits genes from its parents based on their IPs 

/* Mutation */ 

Offspring   two-opt star (offspring); 

Evaluate (offspring); 

Update population p; 

      End while 

End 

 

4.  EXPERIMENTAL DESIGN 
Multi-GA is applied using Java and accomplished via 

Intel processor Quad CPU 2.33GHz, RAM 2.00 GB. 

Solomon’s VRPTW benchmark [46, 47] has been 

utilized to assess the performance the proposed 

algorithms. This benchmark involves 56 instances 

which are categorized into three datasets based on the 

distribution of customer; which are: 

1. R is randomly. 

2. C is clustered. 

3. RC mixed (randomly and clustered). 

These three datasets are also grouping based on the 

customer service time windows where R1, C1 and RC1 

involve customers who have short time windows, 

whilst R2, C2 and RC2 involve customers who have 

large time windows. 

4.1 Parameters Setting 

A preliminary test is conducted to determine the 

suitable parameters values. During the preliminary test, 

Multi-GA is executed 10 times on six instances (R1-01, 

R2-01, C1-01, C2-01, RC1-01 and RC2-01) and the 

best results are reported. Table 1 demonstrates the 

parameters setting used for Multi-GA. 
 

Table 1 Parameters settings 

Parameter Value 

Population size 30 

Crossover probability 0.75 

Number of iteration 1000 

 

4.2 Experimented Results 

To investigate the effectiveness of the proposed Multi-

GA in solving the VRPTW, two types of experiments 

are adopted in these works. The first experiment 

(Section 4.2.1) aims to investigate the effect of the 

number of parents on the performance of the Multi-GA. 

The second experiment is designed to verify the effect 

of the selection mechanisms on the Multi-GA 

performance.  

To show if the obtained results are statistically 

significant or not, a statistical test is employed as 

follows: initially, Shapiro-Wilk normality test with 0.05 

critical level is conducted to verify whether the 

distribution of obtained results is normal or not normal. 

This test demonstrates that the obtained results are not 

normally distributed (the p-value is less than 0.05). 

Accordingly, non-parametric test (Friedman test) has 

been used to validate that the obtained results are 

statistically different [18, 48, 49]. 
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4.2.1 Effect of the Number of Parents 

Results in Table 2 show the effect of the number of 

parents on the Multi-GA’s performance. Three number 

of parents are tested (3, 4 and 5) and the resultants are 

three different Multi-GAs denoted as Multi-GA1, 

Multi-GA2 and Multi-GA3, respectively. All these 

algorithms are executed 31 runs on six instances (R1-

01, R2-01, C1-09, C2-06, RC1-01 and RC2-01) and the 

best obtained results are reported. For each tested 

instance, we report the best (Best), the average (Avr) 

and the standard deviation (Std). Based on the Best and 

the Avr values, this comparison illustrates that the 

Multi-GA1is better than others on five and six instances 

out of six, respectively. Regarding the Std, the best Std 

results are distributed among three algorithms (each of 

them obtains the best results on two instances out of 

six). 

 

Table 2 Comparison between Multi-GA1, Multi-GA2 and Multi-GA3 

Instances 
Multi-GA1 Multi-GA2 Multi-GA3 

Best Avr Std Best Avr Std Best Avr Std 

R1-01 2255.94 2425.08 54 2359.07 2487.64 49.5 2293.11 2475.56 56.96 

R2-01 1872.51 2010.18 77.57 1902.8 2066.03 81.11 1979.05 2113.09 65.76 

C1-01 2434.42 2621.01 86.63 2449.62 2623.95 81.58 2538.70 2689.2 69.49 

C2-06 1316.12 1829.84 182.3 1540.24 1926.42 156.86 1624.44 2011.75 163.62 

RC1-01 2439.15 2584.41 75 2473.47 2614.92 79.90 2492.75 2650.73 88.86 

RC2-01 2281.6 2401.88 62.15 2258.49 2460.27 84.42 2224.9 2464.17 104.59 

 

Furthermore, Friedman test has been conducted to 

identify the ranking of these algorithms. As illustrated 

in Table 3, the Multi-GA1 is in the first rank, as it 

achieved the lowest value whereas, Multi-GA2 and 

Multi-GA3 are in the 2
nd

 and 3
rd

 ranks, respectively. 

 

Table 3 The ranking of Multi-GA1, Multi-GA1and Multi-GA1 

Algorithm Ranking Index 

Multi-GA1 1 (1) 

Multi-GA2 2.17 (2) 

Multi-GA3 2.38 (3) 

Friedman test(p-value)  0.005704 

Iman-Davenport(p-value)  0.000052 

 

 

It is worth noting that the p-value of the Friedman and 

Iman-Davenport statistical tests demonstrated that, 

there is a considerable difference between the results of 

Multi-GA1, Multi-GA2 and Multi-GA3 (p-value < 

0.05, i.e. p-value=0.00). Table 4 shows that the Multi-

GA1 (which is the controlling method since it was in 

the first rank) is statistically better than Multi-GA2 and 

Multi-GA3 with critical level of 0.05 (adjusted p-value 

< 0.05). 

 
Table 4 The adjusted p-value 

Multi-GA1 

vs 
p-value 

Multi-GA2 0.0015 

Multi-GA3 0.0433 

 

Overall, the results demonstrated that utilizing three 

parents can effectively assist the Multi-GA to work 

well and then produce good results across all instances. 

4.2.2 Effect of the Selection Mechanisms 

The impact of the selection mechanisms on the Multi-

GA performance is validated in this subsection. Seven 

selection mechanisms are adopted in this work: RSM, 

BSM, SBCR, CBSR, RWSM, SUSM and TSM. These 

mechanisms produced seven various Multi-GA 

algorithms named: Multi-GA-RS, Multi-GA-BS, Multi-

GA-SBCR, Multi-GA- CBSR, Multi-GA-RW, Multi-

GA-SUS and Multi-GA-TS, respectively. Twelve 

instances named R101, R102, R201, R202, C101, 

C109, C201, C206, RC101, RC102, RC201 and RC202 

are chosen to test these algorithms and the results over 

31 runs are reported. Tables 5-7 show the results of 

applying the seven selection mechanisms on Multi-GA. 
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best solution (Best), average solution (Avr) and 

standard deviation (Std) are reported. 

According to the Best values, Table 5 demonstrates that 

the best results were distributed among the Multi-GAs 

which involve the best individuals in crossover process. 

Multi-GA-BR, Multi-GA-SBCR and Multi-GA- CBSR 

obtained the best results on seven, four and two 

instances out of twelve, respectively. Based on the Avr 

values, Table 7 shows that the Multi-GA-CBSR 

obtained the best results on ten instances out of twelve 

and Multi-GA-BS obtained the best Avr results on two 

instances. With regard to the Std, Table 8 illustrates that 

the algorithm Multi-GA-TS obtained the best results on 

ten instances out of twelve, whilst Multi-GA-RS and 

Multi-GA-SUS achieved the best results on the rest two 

instances, each of them obtained the best results on one 

instance.  

 

 

 

 

 

 

 

 

 

Table 5 Comparison between Multi-GAs in terms of Best 

Instances 

Best 

Multi-

GA-RS 

Multi-

GA-BS 

Multi-GA-

SBCR 

Multi-GA-

CBSR 

Multi-GA-

RW 

Multi-GA-

SUS 

Multi-GA-

TS 

R1-01 2255.94 2158.46 2136.54 2149.25 2268.78 2286.26 2360.87 

R1-02 2210.48 2008.33 2026.07 2000.92 2136.77 2211.05 2272.31 

R2-01 1872.51 1762.13 1724.43 1740.88 1936.96 1937.19 1966.29 

R2-02 1610.54 1624.62 1578.56 1461.81 1682.85 1660.48 1815.52 

C1-01 2170.47 1618.74 1720.56 1646.96 2261.65 2243.63 2441.65 

C1-09 2434.42 1901.92 2061.75 1993.47 2423.46 2379.41 2654.51 

C2-01 732.43 591.56 594.32 591.56 915.33 1479.28 1373.15 

C2-06 1316.12 1082.16 921.55 889.31 1335.73 1479.28 1933.08 

RC1-01 2439.15 2145.60 2192.04 2212.72 2357.48 2342.76 2479.63 

RC1-02 2274.88 2009.84 2034.36 1961.68 2269.89 2249.05 2351.13 

RC2-01 2281.60 2101.44 2142.26 2039.41 2167.71 2206.84 2378.66 

RC2-02 1956.26 1828.09 1799.48 1691.68 1939.15 1865.32 2145.77 

Table 6 Comparison between Multi-GAs in terms of Avr 

Instances 

Avr 

Multi-GA-

RS 

Multi-GA-

BS 

Multi-GA-

SBCR 

Multi-GA-

CBSR 

Multi-GA-

RW 

Multi-GA-

SUS 

Multi-

GA-TS 

R1-01 2425.08 2312.41 2316.10 2304.20 2429.37 2415.94 2481.81 

R1-02 2314.73 2135.84 2154.63 2113.86 2298.72 2297.12 2371.72 

R2-01 2010.18 1987.54 1944.38 1919.16 2029.16 2035.96 2140.90 

R2-02 1837.25 1804.64 1746.54 1697.44 1809.65 1841.58 1931.15 

C1-01 2485.89 1983.74 2105.44 1966.10 2482.31 2467.69 2619.75 

C1-09 2621.01 2125.18 2273.87 2217.38 2637.92 2627.42 2784.42 

C2-01 1234.83 784.71 888.32 765.64 1246.11 1826.68 1710.55 

C2-06 1829.84 1676.66 1433.23 1407.83 1844.67 1826.68 2139.68 

RC1-01 2584.41 2347.35 2406.38 2367.91 2600.11 2579.92 2649.25 

RC1-02 2434.71 2190.66 2221.87 2169.00 2414.50 2440.34 2566.53 

RC2-01 2401.88 2273.59 2250.18 2214.62 2378.81 2392.49 2527.51 

RC2-02 2100.56 2060.28 1994.88 1935.87 2114.53 2105.47 2259.41 
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Table 7 Comparison between Multi-GAs in terms of Std 

Instances 

Std 

Multi-GA-

RS 

Multi-GA-

BS 

Multi-GA-

SBCR 

Multi-GA-

CBSR 

Multi-GA-

RW 

Multi-GA-

SUS 

Multi-GA-

TS 

R1-01 54.00 71.21 79.20 94.92 48.03 57.96 47.80 

R1-02 48.25 81.49 67.82 63.01 53.23 52.26 47.43 

R2-01 77.57 80.43 80.24 98.00 72.01 56.48 58.23 

R2-02 62.47 100.98 88.62 88.25 80.59 67.25 59.92 

C1-01 119.77 205.81 194.67 158.77 109.38 102.23 73.86 

C1-09 86.63 108.92 112.20 121.80 99.29 98.26 67.92 

C2-01 211.83 321.12 258.93 277.96 180.68 168.56 138.27 

C2-06 182.30 258.33 267.70 232.86 171.37 168.56 118.52 

RC1-01 75.00 93.88 82.65 114.53 94.88 92.75 69.70 

RC1-02 83.67 105.60 115.97 120.22 67.21 94.66 67.73 

RC2-01 62.15 102.69 81.88 94.02 97.13 89.52 69.15 

RC2-02 76.34 149.17 127.67 101.26 76.35 90.75 49.32 

 

In order to support our hypothesis that “if the 

selection mechanism affects the performance of 

Multi-GA, then a good selection mechanism can 

enhance its performance”, we perform a statistical 

test to identify whether the results of these algorithms 

are significantly different or not. Table 7 shows the 

ranking of the Multi-GA-RS, Multi-GA-BS, Multi-

GA-SBCR, Multi-GA-CBSR, Multi-GA-RW, Multi-

GA-SUS and Multi-GA-TS according to the  

 

Friedman test (the lower the value the higher the 

rank). The last two rows in Table 8 signify the p-

value of Friedman and Iman-Davenport statistical 

tests. The tabulated results showed that, the Multi-

GA-CBSR had the lowest value, so it is ranked the 

first, whilst, Multi-GA-BS, Multi-GA-SBCR, Multi-

GA-RS, Multi-GA-RW, Multi-GA-SUS and Multi-

GA-TS are in the 2
nd

, 3
rd

, 4
th

, 5
th

 and 6
th

 ranks, 

respectively. 

 

Table 8 The ranking of the Multi-GAs 

Algorithm Ranking 

Multi-GA-CBSR 1.7 

Multi-GA-BS 2.25 

Multi-GA- SBCR 2.58 

Multi-GA-RS 4.92 

Multi-GA-RW 5.17 

Multi-GA-SUS 5 

Multi-GA-TS 6.92 

Friedman test(p-value) 0.00 

Iman-Davenport(p-value) 0.00 

The bold fonts shows the lowest value 
 

Table 9 The adjusted p-value for the Multi-GA-BR versus other Multi-GAs algorithms 

Multi-GA-CBSR 

vs 
p-value 

Multi-GA-BS 0.219303 

Multi-GA-SBCR 0.108197 

Multi-GA-RS 0.000021 

Multi-GA-RW 0.000006 

Multi-GA-SUS 0.000014 

Multi-GA-TS 0.00 

The bold fonts demonstrate that the results are statistically significant 
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A Wilcoxon test with critical level of 0.05 is 

conducted to verify whether the Multi-GA-CBSR is 

statistically better than the others or not. Table 9 

shows that the Multi-GA-CBSR is statistically better 

than Multi-GA-RS, Multi-GA-RW, Multi-GA-SUS 

and Multi-GA-TS (adjusted p -value < 0.05), yet it is 

not statistically significant compared to Multi-GA-BS 

and Multi-GA-SBCR. 

To summarize, the results revealed the 

efficiency of utilizing multi parent crossover with 

CBSR selection mechanism in comparison with 

crossovers of multi parents with other selection 

mechanisms. This is possibly ascribed to the 

employment of the best individuals as the first and 

the second parents in multi parent crossover which 

improved the exploitation process via using the 

information of the best individuals in mating process.  

5. CONCLUSION 
The influence of selection mechanism on the 

performance of the genetic algorithm with multi 

parent crossover was investigated in this paper. To 

investigate this influence, seven selection 

mechanisms were utilized in this work, which 

resulted in seven different types of genetic algorithm 

with multi parent crossover (Multi-GAs). The results 

obtained from the application of these algorithms 

were verified on Solomon’s VRPTW benchmark. 

Results showed that Multi-GA-CBSR was more 

efficient in obtaining much better results than those 

obtained by others. This is possibly ascribed to the 

employment of the CBSR selection mechanism in 

selecting parents as it can select the best individuals 

from a population to represent the first and the 

second parents while the third parent was selected 

randomly. This is because choosing the information 

of the best parents in multi parent crossover can 

enhance the Multi-GA exploitation ability while the 

random selection of the third parent in addition to the 

mutation operator can enhance the exploration ability 

of Multi-GA. Consequently, the probability of 

attaining the desired balance between exploitation 

and exploration increased. To support these results, a 

statistical test was conducted. From a statistical stand 

point, the Multi-GA obtained better results when 

CBSR selection mechanism was applied. 
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 الخلاصة
 

 Traveling)انصعبت وانًعقذة  يثم يشكهت انبائع انًخجىل  أثبج انخهجٍٍ يخعذد الأباء قذرحه عهى دم انعذٌذ يٍ يشاكم انخذسٍٍ

salesman problem)  و يشكهت انُقم(Vehicle routing problem) اٌ َجاح هذا انُىع يٍ انخهجٍٍ ٌعىد نقابهٍخه عهى حعشٌش كفاءة انبذث .

 Selection)ر يٍ خلال حبادل يعهىياث عذة أباء (أكثز يٍ أبىٌٍ) وحىرٌثها أنى الأبُاء. حخى عًهٍت أخخٍار الأباء باسخخذاو وادذة يٍ حقٍُاث الأخخٍا

mechanisms) يلائًت فً عًهٍت انخهجٍٍ يٍ انًًكٍ أٌ ٌقىد انى حذسٍٍ كفاءة انخىارسيٍت انجٍٍُت  . أٌ أخخٍار أكثز الأباء(Genetic 

Algorithm)  نذنك هذا انبذث ٌخُاول أثز حقٍُت الأخخٍار عهى كفاءة انخهجٍٍ يخعذد الأباء يٍ خلال أخخبار سبع حقٍُاث أخخٍار يخخهفت. حى فذص .

انخهجٍٍ يخعذد الأباء انذي ٌسخخذو ) . أظهزث َخائج الأخخبار حفىق (Solomon VRPTW Benchmarkأداء انخىارسيٍاث انًقخزدت بأسخخذاو 

انخهجٍٍ يخعذد الأباء ٌؤدي انى حقٍُت الأخخٍار انخً حعخًذ أفضم الأفزاد نٍكىَىا أباء فً عًهٍت انخهجٍٍ. هذا ٌىضخ اٌ اعخًاد افضم الاباء فً عًهٍت 

 دهىل جٍذة.حعشٌش عًهٍت انبذث وانذصىل عهى 
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