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A new version of unbiased ridge regression estimator
under the stochastic restricted linear regression model
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ABSTRACT
Crouse et al. (Commun Stat Theory Methods 24:2341–2354, 1995)
proposed the unbiased ridge regression estimator for the multicollin-
ear regression model. Jibo Wu (The Scientific World Journal; Volume
2014, Article ID 206943, 1–8) introduced an unbiased two-parameter
estimator based on prior information and two-parameter estimator
proposed by €Ozkale and Kacıranlar, 2007. A new version of unbiased
two-parameter estimator for the stochastic restricted linear regres-
sion model is proposed in this paper. The properties and the per-
formance of the proposed estimator compared to other common
estimators using the mean squares error criterion for the goodness
of fit have been studied. Finally; A numerical example and a simula-
tion study has been given to illustrate the performance of the pro-
posed estimator.
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1. Introduction

We consider the following linear regression model,

Y ¼ Xbþ �; (1)

where Y is an n � 1 vector of observations that explain the dependent variable, X is an
n � p matrix of observations on p independent variables, b is an p � 1 vector of
unknown parameters and � is an n � 1 vector of residuals with zero expectation and
variance – covariance matrix, r2In:
When all assumptions of the linear model (1) are satisfied, the least squares estimator

which is referred to (OLS) will be the best linear unbiased estimator of b and defined as

b̂ ¼ X0Xð Þ�1
X0Y (2)

Unexpectedly, the quality of OLS estimator might be lost, when the multicollinearity
problem exists in the model. Therefore, researchers developed different biased estima-
tion techniques which helps to reduce the mean squared error (MSE) of the estimator,
such as, the ridge regression estimator (RRE) (Hoerl and Kennard 1970) which is
defined as follows:
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b̂ kð Þ ¼ X0X þ kIð Þ�1
X0Y (3)

Crouse et al. (1995) presented the unbiased ridge estimator (URE) as a linear com-
bination of prior information with the OLS estimator as follows:

b̂ k; Jð Þ ¼ X0X þ kIð Þ�1
X0Y þ kJð Þ; (3)

where J is a random vector with J�N(b, r2/k I) for k> 0 and independent of b̂ :
€Ozkale and Kaçıranlar (2007) compared the URE with the OLS estimator and showed
that the URE is better than the OLS estimator in the mean squares error matrix
(MMSE) sense. €Ozkale and Kaçıranlar (2007) proposed the following two-parameter
estimator as follows:

b̂ k; dð Þ ¼ X0X þ kIð Þ�1
X0Y þ kd b̂
� �

¼ Fkd b̂; (4)

where Fkd ¼ X0X þ kIð Þ�1
X0X þ kd Ið Þ and k > 0; 0 < d < 1:

Jibo Wu (2014) introduced an unbiased two-parameter estimator based on prior
information J and two-parameter estimator UTP, b̂ k; dð Þ as follows:

b̂ Fkd; Jð Þ ¼ b̂ k; dð Þ þ I � Fkdð ÞJ: (5)

Suppose we have some prior information about b in the form of stochastic linear
restrictions as:

h ¼ Hbþ e � ð0; r2VÞ (6)

where h is an j� 1 random vector, H is an j� p known matrix and V is assumed to be
known and positive definite. Also, it is assumed that � is stochastically independent of e.
Theil and Goldberger (1961 and Theil 1963) developed the following ordinary mixed

estimator (OME) of b:

b̂m ¼ Sþ H0V�1Hð Þ�1
X0Y þH0V�1hð Þ; (7)

where S ¼ X0X: In case when the prior information and sample information are not
equally important, Schaffrin and Toutenburg (1990) introduced the weighted mixed
estimator (WME) as follows:

b̂w ¼ Sþ wH0V�1Hð Þ�1
X0Y þ wH0V�1hð Þ; (8)

where 0 � w � 1 is a scalar weight.
Li and Yang (2011) proposed a new ridge-type estimator called the weighted mixed

ridge estimator (WMRR) by unifying the sample and prior information in linear model
with additional stochastic linear restrictions. Their new estimator is a generalization of
the weighted mixed estimator and ridge estimator (RE) which is given as follows:

b̂w kð Þ ¼ Sþ wH0V�1Hð Þ�1
TkX

0Y þ wH0V�1h
� �

¼ b̂ kð Þ þ wS�1H W þ wH0S�1hð Þ h�Hb̂ kð Þ
� � (9)

where Tk ¼ I þ kS�1ð Þ�1
:

The goal of this paper is to propose a new version of unbiased ridge regression esti-
mation based on the unbiased two-parameter estimator and stochastic restriction in the
model parameters.
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This paper is organized as follows: In Sec. 2, the new weighted mixed unbiased
ridge regression estimator is introduced. In Sec. 3, a list of some lemmas required for the-
oretical discussions is presented and the superiority of the proposed estimator compared
with some related estimators is given. A numerical example that illustrates some of theor-
etical results is provided in Sec. 4. Some concluding remarks are given in Sec. 5.

2. The proposed estimator

According to the model in (1), using the prior information J and the stochastic restrictions
in (6), we propose the following estimator depending on UTP estimator as follows:

b̂w Fkd; Jð Þ ¼ b̂ Fkd; Jð Þ þ wS�1H W þ wH0S�1hð Þ h�Hb̂ Fkd; Jð Þ
� �

(10)

which can be rewritten as follows:

b̂w Fkd; Jð Þ ¼ Sþ wH0W�1Hð Þ�1
FkdX

0Y þ wH0W�1
hþ I�Fkdð ÞSJ

� �
(11)

We call the estimator in (10) as weighted mixed unbiased two- parameter estima-
tor (WMUTP).
From (11), it can be seen that the proposed estimator b̂w Fkd; Jð Þ is a general estimator

and as special cases of it, the OLS; WME and UTP estimators:

b̂w F00; Jð Þ ¼ b̂w; b̂w Fk1; Jð Þ ¼ b̂w; 8 k 2 R and k 6¼ 0; and

b̂0 F00; Jð Þ ¼ b̂0 F01; Jð Þ ¼ b̂ and if H ¼ 0; then b̂w Fkd; Jð Þ ¼ b̂ Fkd; Jð Þ; where

J � N b;
r2

k 1�dð Þ
� �

Sþ kdIð ÞS�1

� 	
:

Now we will provide the expected value and the covariance matrices of OLS, WME,
UPT and WMUTP estimators as follows:

E b̂
� �

¼ b; Cov b̂
� �

¼ r2S�1;

E b̂w

� �
¼ b; Cov b̂w

� �
¼ r2A Sþ w2H0W�1Hð ÞA; where A ¼ Sþ wH0W�1Hð Þ�1

:

E b̂ Fkd; Jð Þ
� �

¼ b; Cov b̂ Fkd; Jð Þ
� �

¼ r2 Sþ kIð Þ�1 Sþ kdIð ÞS�1

The properties of the proposed estimator b̂w Fkd; Jð Þ is given as follows:

E b̂w Fkd; Jð Þ
� �

¼ b; (12)

Cov b̂w Fkd; Jð Þ
� �

¼ r2A FkdSþ w2H0W�1H
� �

A: (13)

From (12), b̂w Fkd; Jð Þ is unbiased estimator.

3. Superiority of the proposed estimator

In this suction we study the performance of the WUMTP estimator in the smaller
mean square error matrix MMSE criterion. Firstly, we give the concept of MMSE
as follows:
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Definition 3.1: Let b� be any estimator for b; then the MMSE of b� is given by:

MMSE b̂
�� �

¼ Covðb̂�ÞþBiasðb̂�ÞBiasðb̂�Þ0:

Also, the concept of scalar mean squared error is the trace of MMSE; i.e.

mse b̂
�� �

¼ tr MMSE b̂
�� �� �

:

In order to know the superiority of any estimator b̂
1
compared to other estimator b̂

2

under the MMSE criterion, the estimator b̂
2
is better than b̂

1
with respect to MMSE

sense if and only if:

MMSE b̂
1

� �
�MMSE b̂

2
� �

� 0; i.e. the difference will be positive definite (pd) or
positive semi definite (psd) matrix.

3.1. The comparison between the WME and WMUTP estimators

Since the WME and WMUTP estimators are unbiased, the difference of MMSE values
between these two estimators can be written as:

D1 ¼ MMSE b̂w

� �
�MMSE B̂w Fkd; Jð Þ

� �

¼ Cov b̂w

� �
�Cov B̂w Fkd; Jð Þ

� �

¼ r2A Sþ w2H0 W�1Hð ÞA�r2A FkdSþ w2H0 W�1H
� �

A

¼ r2A I�Fkdð ÞSA

Hence, D1 is pd if I�Fkdð Þ > 0: To find the condition that makes I�Fkdð Þ > 0; we can
use the following canonical form:
Let S ¼ PKP0; K ¼ diag k1; :::; kp

� �
; where k1; :::; kp are the eigenvalues of S s.t. k1 >

k2 > ::: > kp and P is the eigenvectors of S: Then,

I�Fkd ¼ I� Sþ kIð Þ�1 Sþ kdIð Þ
¼ PCP0 ¼ Pdiag c1; c2; :::; cpð ÞP0;

where ci ¼ 1� kiþkd
kiþk : Since 0< d< 1 and k> 0, it is clear that ki þ kd < ki þ k and con-

sequently 1� kiþkd
kiþk > 0 . Therefore, we can state the following theorem:

Theorem 3.1: For 0< d< 1 and k> 0, the WMUTP estimator b̂w Fkd; Jð Þ is always bet-
ter than the WME in the sense of MMSE.
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3.2. The comparison between the UTP and WMUTP estimators

Since b̂w Fkd; Jð Þ is unbiased estimator as well as b̂ Fkd; Jð Þ; then:

D2 ¼ MMSE b̂ Fkd; Jð Þ
� �

�MMSE b̂w Fkd; Jð Þ
� �

¼ Cov b̂ Fkd; Jð Þ
� �

�Cov b̂w Fkd; Jð Þ
� �

¼ r2 Sþ kIð Þ�1 Sþ kdIð ÞS�1�r2A FkdSþ w2H0W�1H
� �

A

¼ r2D1

where D1 ¼ FkdS�1 � A FkdSþ w2H0W�1Hð ÞA: The following Lemma is needed to show
that under which condition D1 will be pd.

Lemma 3.1 (See Jibo Wu 2014) Suppose that M is a positive definite matrix and N is a
nonnegative definite matrix. Then,

M � N � 0 $ kmax NM�1ð Þ � 1:

According to Lemma 3.1; D1 � 0 if and only if
kmax A FkdSþ w2H0W�1Hð ÞA Fkd�1S

� �
� 1 . Now, we can state the following theorem:

Theorem 3.2: The WMUTP estimator is superior to the UTP estimator in the MMSE
sense if and only if kmax A FkdSþ w2H0W�1Hð ÞA Fkd�1S

� �
� 1:

3.3. The comparison between the OLS and WMUTP estimators

The MMSE difference between OLS and WMUTP estimators is given as follows:

D3 ¼ MMSE b̂
� �

�MMSE b̂w Fkd; Jð Þ
� �

¼ Cov b̂
� �

�Cov b̂w Fkd; Jð Þ
� �

¼ r2S�1�r2A FkdSþ w2H0W�1H
� �

A

¼ r2S�1 þ r2A�r2AþMMSE b̂w

� �
�MMSE b̂w

� �

�r2A FkdSþ w2H0W�1H
� �

A;

¼ r2S�1 þ r2A�r2A�r2A Sþ w2H0W�1Hð ÞAþ D1;

where D1 ¼ MMSE b̂w

� �
�MMSE b̂w Fkd; Jð Þ

� �
:

Since,
r2S�1 � r2A ¼ r2S�1 � r2 Sþ wH0W�1Hð Þ�1

and using the fact that,

Aþ BCDð Þ�1 ¼ A�1�A�1B C�1 þ DA�1Bð Þ�1DA�1

Sþ wH0W�1Hð Þ�1 ¼ S�1�wS�1H0 W þ wHS�1H0ð Þ�1
HS�1

Then, r2S�1 � r2A ¼ r2wS�1H0 W þ wHS�1H0ð Þ�1
H S�1; which is positive definite.
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Also,

r2A�r2A Sþ w2H0W�1Hð ÞA ¼ r2AA�1A�r2A Sþ w2H0W�1Hð ÞA
¼ r2A A�1�S�w2H0W�1Hð ÞA
¼ r2w 1�wð Þ A H0 W�1H;

which is also pd. and D1 is proved as pd. Therefore, we may state the follow-
ing theorem:

Theorem 3.3: The WMUTP estimator is always better than the OLS estimator in the
sense MMSE criterion.

3.4. The comparison between the WMRR and WMUTP estimators

The MMSE of WMRR estimator is given as follows:

MMSE b̂w kð Þ
� �

¼ r2A Tk S Tk þ w2H0W�1H
� �

Aþ B1B
0
1;

where B1 ¼ A Tk �Ið ÞSb:
D4 ¼ MMSE b̂w Fkd; Jð Þ

� �
�MMSE b̂w kð Þ

� �

¼ r2A FkdSþ w2H0W�1H
� �

A�r2A Tk S Tk þ w2H0W�1H
� �

A�B1B
0
1

¼ r2AMA �B1B
0
1;

where M ¼ FkdS�Tk S Tkð Þ
The following Lemma can be helpful

Lemma 3.2 (See F.W. Farebrother 1976) Let M be a pd matrix and let a be a vector,
then M � aa0 � 0 if and only if a0M�1a � 1:
Using the canonical form FkdS� Tk S Tk; can be written as

FkdS� Tk S Tk ¼ PC�P0 ¼ Pdiag s1; :::; spð ÞP0;

where C� ¼ Kþ kIð Þ�1 Kþ kdIð ÞK� 1þ kK�1ð Þ�1
K 1þ kK�1ð Þ�1

and

si ¼ ki þ kð Þ�1 ki þ kdð Þki � ki

1þ kki
�1

� �2 :
After some mathematical simplifications, we obtain the following

si ¼ ki
2 k 1þ d 1þ kki

�1
� �� �� �

ki þ kð Þ2 > 0

Therefore FkdS� Tk S Tk is pd and as well as A and that means that M is pd and by
applying Lemma 3.2 we can state the following theorem:

Theorem 3.4: The WMUTP estimator is superior to the WMRR estimator in the
MMSE sense; Namely D4 < 0 if and only if B0

1M
�1B1 > 1:

6 M. I. ALHEETY AND B. M. G. KIBRIA



4. A numerical example

In order to illustrate the theoretical results of this paper, we provide a numerical
example to examine the performance of the proposed estimator comparing to other esti-
mators in this section. In this regard, the dataset on Portland cement originally due to
Woods et al. (1932), has been used and widely analyzed by many researchers, for exam-
ples, Kibria (2005) and Li and Yang (2011) among others. Since our theoretical results
of this study depend on the unknown parameters b and r2, we cannot assume that our
results will be held. Thus, we replace them by their corresponding unbiased estimators.
The ordinary least square estimator of b is obtained as:

b̂ ¼ 62:4054; 1:5511; 0:5102; 0:1019;�0:1441ð Þ:
Also the mse of b̂ is:

mse b̂
� �

¼ 4912:09; where r̂2 ¼ 5:983

According to Li and Yang (2011), we use the following stochastic linear restrictions:

h ¼ HBþ e; H ¼ 1 1 1 1 1
0 1 3 1 1

� 	
; h ¼ 63:9498

2:5648

� 	
and e � 0; r̂2

� �
:

Crouse et al. (1995) suggested J ¼
P5

i¼1
b̂ i

.
5

� 	
15�1 as a realistic empirical prior infor-

mation where 1 is the vector of ones. Using the above information, we computed
MMSE for all estimators (their estimated MSE values are obtained by replacing the cor-
responding theoretical MSE expressions and all unknown model parameters with their
respective least squares estimators) and for different values of w, d and k and provided

them in Tables 1–6 when r2 ¼ r̂2 ¼ 5:983:

Table 1. The estimated mean squares error for OLS, UTP, WME, MWRR and WMUTP estimators.

Estimated MMSE values

w¼ 0.1 w¼ 0.1

k¼ 0.2 k¼ 0.5

d¼ 0.1 d¼ 0.5 d¼ 0.9 d¼ 0.1 d¼ 0.5 d¼ 0.9

b̂ 4912.1 4912.1 4912.1 4912.1 4912.1 4912.1
b̂ Fkd; Jð Þ 518.03 2470.9 4423.9 502.01 2462 4422.1
b̂w 7.2799 7.2799 7.2799 7.2799 7.2799 7.2799
b̂w kð Þ 7.0917 7.0917 7.0917 7.087 7.087 7.087
b̂w Fkd; Jð Þ 6.5323 6.8646 7.1968 6.5293 6.8629 7.1965

Table 2. The estimated mean squares error for OLS, UTP, WME, MWRR and WMUTP estimators.

Estimated MMSE values

w¼ 0.1 w¼ 0.1

k¼ 0.7 k¼ 0.9

d¼ 0.1 d¼ 0.5 d¼ 0.9 d¼ 0.1 d¼ 0.5 d¼ 0.9

b̂ 4912.1 4912.1 4912.1 4912.1 4912.1 4912.1
b̂ Fkd; Jð Þ 498.95 2460.3 4421.7 497.24 2459.4 4421.6
b̂w 7.2799 7.2799 7.2799 7.2799 7.2799 7.2799
b̂w kð Þ 7.0817 7.0817 7.0817 7.0761 7.0761 7.0761
b̂w Fkd; Jð Þ 6.5286 6.8625 7.1964 6.5281 6.8622 7.1963
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Table 3. The estimated mean squares error for OLS, UTP, WME, MWRR and WMUTP estimators.

Estimated MMSE values

w¼ 0.4 w¼ 0.4

k¼ 0.2 k¼ 0.5

d¼ 0.1 d¼ 0.5 d¼ 0.9 d¼ 0.1 d¼ 0.5 d¼ 0.9

b̂ 4912.1 4912.1 4912.1 4912.1 4912.1 4912.1
b̂ Fkd; Jð Þ 518.03 2470.9 4423.9 502.01 2462 4422.1
b̂w 6.6242 6.6242 6.6242 6.6242 6.6242 6.6242
b̂w kð Þ 6.6106 6.6106 6.6106 6.6081 6.6081 6.6081
b̂w Fkd; Jð Þ 6.5761 6.5975 6.6189 6.5756 6.5972 6.6188

Table 4. The estimated mean squares error for OLS, UTP, WME, MWRR and WMUTP estimators.

Estimated MMSE values

w¼ 0.4 w¼ 0.4

k¼ 0.7 k¼ 0.9

d¼ 0.1 d¼ 0.5 d¼ 0.9 d¼ 0.1 d¼ 0.5 d¼ 0.9

b̂ 4912.1 4912.1 4912.1 4912.1 4912.1 4912.1
b̂ Fkd; Jð Þ 498.95 2460.3 4421.7 497.24 2459.4 4421.6
b̂w 6.6242 6.6242 6.6242 6.6242 6.6242 6.6242
b̂w kð Þ 6.6063 6.6063 6.6063 6.6046 6.6046 6.6046
b̂w Fkd; Jð Þ 6.5754 6.5971 6.6188 6.5752 6.597 6.6188

Table 5. The estimated mean squares error for OLS, UTP, WME, MWRR and WMUTP estimators.

Estimated MMSE values

w¼ 0.8 w¼ 0.8

k¼ 0.2 k¼ 0.5

d¼ 0.1 d¼ 0.5 d¼ 0.9 d¼ 0.1 d¼ 0.5 d¼ 0.9

b̂ 4912.1 4912.1 4912.1 4912.1 4912.1 4912.1
b̂ Fkd; Jð Þ 518.03 2470.9 4423.9 502.01 2462 4422.1
b̂w 6.6054 6.6054 6.6054 6.6054 6.6054 6.6054
b̂w kð Þ 6.6013 6.6013 6.6013 6.5997 6.5997 6.5997
b̂w Fkd; Jð Þ 6.5931 6.5986 6.6041 6.5928 6.5984 6.604

Table 6. The estimated mean squares error for OLS, UTP, WME, MWRR and WMUTP estimators.

Estimated MMSE values

w¼ 0.8 w¼ 0.8

k¼ 0.7 k¼ 0.9

d¼ 0.1 d¼ 0.5 d¼ 0.9 d¼ 0.1 d¼ 0.5 d¼ 0.9

b̂ 4912.1 4912.1 4912.1 4912.1 4912.1 4912.1
b̂ Fkd; Jð Þ 498.95 2460.3 4421.7 497.24 2459.4 4421.6
b̂w 6.6054 6.6054 6.6054 6.6054 6.6054 6.6054
b̂w kð Þ 6.5986 6.5986 6.5986 6.5976 6.5976 6.5976
b̂w Fkd; Jð Þ 6.5926 6.5983 6.604 6.5923 6.5982 6.604

Table 7. The estimated mean squares error for OLS, UTP, WME, MWRR and WMUTP, r2 ¼ 0:5:

Estimated MMSE values

w¼ 0.1 w¼ 0.1

k¼ 0.2 k¼ 0.5

d¼ 0.1 d¼ 0.5 d¼ 0.9 d¼ 0.1 d¼ 0.5 d¼ 0.9

b̂ 410.507 410.507 410.507 410.507 410.507 410.507
b̂ Fkd; Jð Þ 369.5124 287.523 369.5124 369.6229 287.8545 369.6229
b̂w 0.552 0.552 0.552 0.552 0.552 0.552
b̂w kð Þ 0.5585 0.5585 0.5585 0.5604 0.5604 0.5604
b̂w Fkd; Jð Þ 0.5519 0.5517 0.5519 0.5519 0.5517 0.5519
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Table 8. The estimated mean squares error for OLS, UTP, WME, MWRR and WMUTP, r2 ¼ 0:5:

Estimated MMSE values

w¼ 0.1 w¼ 0.1

k¼ 0.7 k¼ 0.9

d¼ 0.1 d¼ 0.5 d¼ 0.9 d¼ 0.1 d¼ 0.5 d¼ 0.9

b̂ 410.507 410.507 410.507 410.507 410.507 410.507
b̂ Fkd; Jð Þ 369.5282 287.5705 369.5282 369.5282 287.5705 369.5282
b̂w 0.552 0.552 0.552 0.552 0.552 0.552
b̂w kð Þ 0.5591 0.5591 0.5591 0.5581 0.5581 0.5581
b̂w Fkd; Jð Þ 0.5519 0.5517 0.5519 0.5518 0.5516 0.5518

Table 9. The estimated mean squares error for OLS, UTP, WME, MWRR and WMUTP, r2 ¼ 0:5:

Estimated MMSE values

w¼ 0.4 w¼ 0.4

k¼ 0.2 k¼ 0.5

d¼ 0.1 d¼ 0.5 d¼ 0.9 d¼ 0.1 d¼ 0.5 d¼ 0.9

b̂ 410.507 410.507 410.507 410.507 410.507 410.507
b̂ Fkd; Jð Þ 369.5124 287.523 369.5124 369.6229 287.8545 369.6229
b̂w 0.5527 0.5527 0.5527 0.5527 0.5527 0.5527
b̂w kð Þ 0.5719 0.5719 0.5719 0.575 0.575 0.575
b̂w Fkd; Jð Þ 0.5524 0.5518 0.5524 0.5524 0.5518 0.5524

Table 10. The estimated mean squares error for OLS, UTP, WME, MWRR and WMUTP, r2 ¼ 0:5:

Estimated MMSE values

w¼ 0.4 w¼ 0.4

k¼ 0.7 k¼ 0.9

d¼ 0.1 d¼ 0.5 d¼ 0.9 d¼ 0.1 d¼ 0.5 d¼ 0.9

b̂ 410.507 410.507 410.507 410.507 410.507 410.507
b̂ Fkd; Jð Þ 369.5282 287.5705 369.5282 369.5282 287.5705 369.5282
b̂w 0.5527 0.5527 0.5527 0.5527 0.5527 0.5527
b̂w kð Þ 0.5729 0.5729 0.5729 0.5728 0.5728 0.5728
b̂w Fkd; Jð Þ 0.5524 0.5518 0.5524 0.5523 0.5517 0.5523

Table 11. The estimated mean squares error for OLS, UTP, WME, MWRR and WMUTP, r2 ¼ 0:5:

Estimated MMSE values

w¼ 0.8 w¼ 0.8

k¼ 0.2 k¼ 0.5

d¼ 0.1 d¼ 0.5 d¼ 0.9 d¼ 0.1 d¼ 0.5 d¼ 0.9

b̂ 410.507 410.507 410.507 410.507 410.507 410.507
b̂ Fkd; Jð Þ 369.5124 287.523 369.5124 369.6229 287.8545 369.6229
b̂w 0.5544 0.5544 0.5544 0.5544 0.5544 0.5544
b̂w kð Þ 0.5963 0.5963 0.5963 0.6009 0.6009 0.6009
b̂w Fkd; Jð Þ 0.5539 0.5527 0.5539 0.5539 0.5527 0.5539

Table 12. The estimated mean squares error for OLS, UTP, WME, MWRR and WMUTP, r2 ¼ 0:5:

Estimated MMSE values

w¼ 0.8 w¼ 0.8

k¼ 0.7 k¼ 0.9

d¼ 0.1 d¼ 0.5 d¼ 0.9 d¼ 0.1 d¼ 0.5 d¼ 0.9

b̂ 410.507 410.507 410.507 410.507 410.507 410.507
b̂ Fkd; Jð Þ 369.5282 287.5705 369.5282 369.5282 287.5705 369.5282
b̂w 0.5544 0.5544 0.5544 0.5544 0.5544 0.5544
b̂w kð Þ 0.5978 0.5978 0.5978 0.5979 0.5979 0.5979
b̂w Fkd; Jð Þ 0.5539 0.5527 0.5539 0.5535 0.5524 0.5535
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From Tables 1 to 6, we can see that for different values of w, k and d, the estimated
MSE values of the WMUTP are smaller than those of the OLS, UTP WME and MWRR
estimators. However, we also observed that the estimated MSE value of our new estima-
tor is bigger than those of the other estimators for large value of d, specially,
when d¼ 0.9.
In order to see the effect of r2 on the estimators, we have computed MSE of the pro-

posed estimators for r2 ¼ 0:5 and 1:0: However, to save the space of the journal, we
have provided only for r2 ¼ 0:5 in Tables 7–12. From these Tables, we observed that as
value of r2 increases, the estimated MSE of the estimators also increases. However, our
proposed estimator most of the time produces smaller MSE compare to the rest.
Therefore, for different values of r2 ; w, k, and d, we can say that the b̂w Fkd; Jð Þ is useful
to used as an estimator for the regression parameters for the model under
consideration.

5. Concluding remarks

In this paper, we introduced a weighted mixed two-parameter unbiased estimator with
prior information. We explored the conditions for the superiority of the new estimator
over the OLS estimator, the UTP estimator, the WME estimator, and the MWRR esti-
mator in the MMSE sense. Furthermore, A numerical example has been given to illus-
trate the performance of the proposed estimator comparing to other estimators in
this paper.
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