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Abstract— Nowadays, voice encoders are one of the basic 

elements in the multimedia and telecommunications. This 

report explains properties of speech, how sound waves are 

generated and how they are classified and what is voice and 

unvoiced speech. A basic waveform encoding technique, Pulse 

Code Modulation (PCM) is introduced as the most common 

technique by changing an analogue signal to digital data. Three 

types of voice Encoder: Linear Predictive Coder (LPC), 

Regular Pulse – Excited (RPE) and Code-Excited Linear 

Predictive (CELP) are briefly discussed with Performance 

Comparison table between them is made to give differences 

summary. Finally, The Dynamic Rhyme Test (DRT) and Mean 

Opinion Score (MOS) methods are discussed as a voice quality 

tests to evaluate the performance of voice coders and checking 

the quality of the artificial speech. 

Keywords—Voice Encoder, Linear Predictive Coder (LPC), 

Regular Pulse Excited (RPE), Code-excited Linear Predictive 

(CELP). 

I. INTRODUCTION 

Nowadays, one of the most important factors in wireless 
communication is the voice. The objective of voice coding is 
to compute and pressure speech signals to low bit rate 
transmitted, with protecting the important features quality 
which are necessary for a specific application. As the 
physical spectrum of wireless communication is limited and 
service provider must expand a large number of users with a 
limited Bandwidth. The transmitted voice signal has to be 
changed to a form that ensures the Bandwidth in a way that 
will not affect the quality of original signal and voice 
encoding is that technique. Some other restrictions should be 
taken into consideration in coding signal such as, time delay, 
complexity and acting with packet losses or bit errors [1]. 

Speech is generated when air pressure, which comes 
from the lungs, forces the vocal cords to open and oscillate. 
Types of speech sounds based on the generation of a 
constriction at the lips or at the several point in the vocal 
tract. Figure (1) shows The Human Speech Production 
System. It is important here to explain what is meant by 
properties of speech .The target in speech synthesis is to 
switch a string of text, or a sequence of words, into natural 
sounding speech. Voiced and unvoiced are two types of 
speech sounds [2] [3]. 

 

Fig. 1. The Human Speech Production System [2]. 

A. Voiced Speech  

Voiced speech: as mentioned above, Speech is generated 
when air pressure, which comes from the lungs, forces the 
vocal cords to open and oscillate. The vibrational frequencies 
(pitch) change from (50 to 400) Hz (that depending on 
several thing such as the person’s sex and age) and produces 
resonance in the voiced path at single harmonics. The peaks 
of these resonances are named formants [4] [3]. 

B. Unvoiced Speech  

Unvoiced sounds are generated when forcing air over an 
opening, named fricatives are produced. Fricatives do not 
create many periodicities as in voiced because it does not 
oscillate the voiced Cords speech [2]. 

II. GENERAL ENCODING OF WAVEFORMS 

It is very important to encode the waveform by 
converting it from analogue signal into digital form. In order 
to provide good quality, Waveform codecs are typically used 
at high bit rate. There are several examples of these general 
encoders contain Pulse Code Modulation for 
telecommunications and Uniform Binary Coding for music 
Compact Disks [5]. 



The most common technique using to change an 
analogue signal to digital data is called pulse code 
modulation (PCM). It is one of the waveform encoder 
technique that is used in popular voice rating circuits. Firstly, 
the signal bandwidth is determined by a low pass or band 
pass filter to get a specific band signal.   switch or Sampler 
which works on a high rate of speed, is a first step which 
samples the signal into a sequence of pulses in the period of 
time  between each pair of them  this formula is called 
Nyquist theorem. The next step is quantization to produces 
error which can be calculated as a signal to quantization 
error.  The actual error is the difference between the original 
sample amplitude and the quantized sample, which can be 
decreased by expanding the range of quantization levels. The 
final step is encoding, in which the number of bits are 
distributed to every quantization levels based on number of 
bit per sample [7] [10]. 

The PCM encodes eight bits per sample at 8 KHz sample 
rate. So the minimum bandwidth wanted is 64kbps, and the 
bit rate value is also equal to 64kbps, thus, the process of 
saving bandwidth is not considered as an efficient. Also, this 
process is not feasible throughout communication channels 
in case that the bandwidth characteristic is premium [3] [6]. 

III. TYPES OF VOICE ENCODERS 

Digital voice communication systems use Vocoders to 
minimize transmitted bit rate by digitizing and compressing 
speech signals as shown in Figure (2). There are several 
modern types of speech-coding schemes use in mobile 
systems, the following are discussed LPC, REP and CELP 
operations [1]. 

 
Fig. 2. Vocoder in a tandem configuration [1]. 

A. Linear Predictive Coders (LPC) 

It is the most popular technique which is used in speech 
coding at low bit-rate. Lately, LPC has been considered as a 
very important tool especially when dealing with speech 
analysis. In analysing the speech, there are two extremely 
separate components the first one is the glottal excitation (LP 
excitation) and the second one is the voiced tract parameters 
(LPC coefficients) and both of these are resolved by LPC. 
[13] [8]. 

The operation of the LPC encoder splits into several steps 
as shown in figure (3); first a rectifier and 20 Hz low pass 
filter using to sample the input speech. After that the block of 
samples which received from audio waveform (segment) is 
analysed. Then, determining the perceptual characteristic of 
the waveform. Next the sampled segment is quantized and 
computing error signal .finally, the new set of coefficients is 
sent for each quantized section in a string shape of frames. 

LPC decoder receives the voiced, unvoiced, amplitude and 
pitches signals from LPC encoder. By giving it to the balance 
modulator it processes. These are modulated by the carrier, 
created either by noise generator or pulse generator 
depending upon the unvoiced or voiced sounds respectively. 
The output from that is input to the adjustable filter. The 
filter parameter adjusting signals are also received and are 
used as at the encoder to get optimum voice regeneration. 
The model of LPC Decoder shown in Figure (4) has several 
parameters. These parameters are voicing, Gain, Filter 
coefficients and Pitch period [14] [19]. 

 
Fig. 3. LPC Encoder [19]. 

 

 

Fig. 4. The model of LPC Decoder [11]. 

The main disadvantage of the LPC is the speech quality 
is very low, but this can be improved by using hybrid coders 
[12]. 

B. Regular pulse-Excited (REP) 

There is another type of hybrid coding is Full rate Linear 
Predictive Coding - Regular Pulse Excited (LPC-RPE). This 
type is used to produce balance between data rate and the 
quality of GSM network. As a traditional PCM the similar 
sample rate 8000 sample/sec is used to represent the input 



source which contains thirteen bits for each sample. There 
are several important steps are needed to generate 13 kbps. 
Firstly, the input samples are divided into block and each 
block contents into 160 samples. After that it is applied to a 
short term of LPC, where 36 bits per block is output of the 
filter coefficients of LPC. These blocks are splitted into 4 sub 
stages of 40 samples and provided that to the LTP (Long 
Term Prediction) filter to get the coefficient to represent   the 
pitch gain and period. The overall is 36 bits for 160 samples 
due to each sub block represents by 9 bits. [20]. 

RPE algorithm used to compress The output of LTP in 
which each Block explain  by one of the 4 applicants that 
means it contains 13 samples for each one. Grid position of 
RPE is the standard of selection. Finally, the overall 
operation gives 13 Kbps. [3]. 

C. Code-Excited Linear Prediction (CELP) 

There are many attempt to improve the existent LPC 
coder and the first idea of code-excited linear prediction 
(CELP) was created by Schroeder and Atal in 1985.It is one 
of the most effective Coding methods at low bit-rates. The 
gap between vocoders and waveform coders could be 
bridged by producing low rate coded speech which is done 
by CELP algorithm similar to that of medium rate waveform 
coders [15]. 

Speech is splitted into several frames usually the length 
of each one between 10 to 30 ms. also an optimum set of 
linear prediction for each frame and determining and 
quantizing for the pitch filter parameters, figure (5) shows 
CELP coders .in CELP is an efficient closed loop analysis 
synthesis method for medium 16 kbps and low 4 kbps band 
speech coding systems. The CELP coders have a good 
reproduction of the speech signal because every frame is 
furthermore, splitted into several of subframes the length of 
each one is five ms and for every subframe an excitation 
codebook is checked to get the input vector to the quantized 
predictor system [16]. 

 

 

Fig. 5. Analysis-by-Synthesis CELP Encoder [12]. 

Short-term LP analysis was performed on each frame to 
make the LPC. Then, long-term analysis will used to each 
subframe. Usually the original speech, or pre-emphasized 
speech is the input to short-term LP analysis while the 
prediction error is the input to long-term LP analysis. After 
that altered format synthesis filter are processed by the pitch 
synthesis filter. The length of each excitation code vector and 
that of the sub-frame should be have the same length that 

means an excitation codebook search is worked on each 
subframe.  For each sequence the mean-square error studied 
then the lowest error find in the code vector and gain 
.Finally, before the signal of excitation codebook, LPC, long-
term LP parameters and gain will be transmitted as the CELP 
bit- stream it will be encrypted and packed [17]. 

The main disadvantage it is their significant 
computational requirements, but it still shows a perfect 
performance at low data rates [18]. 

D. Performance comparison  

The table below shows main differences between LPC, 
RRE and CELP coders. 

TABLE I.  PERFORMANCE COMPARISON [28] 

 LPC RPE CELP 

Data rate 2.4 Kbps 13 Kbps 4.8 Kbps 

Distinction 

between Voice 
& Unvoiced 

Uses 

switch 

Uses regular 

spaced pulse 

Identifies voiced 

and unvoiced 
Speech 

Speech 

Quality 
Poor Relatively good Very good 

 

IV. VOICE QUALITY MEASUREMENTS 

Cole proposed that the voice quality, communication 
delay, data rate and coding algorithm complexity are the 
most important quality measures. The conveniently scale 
voice quality is based on several things such as test data, 
listening groups and the speaker. Thus, information from one 
test group must not be contrasted with others. There are 
many commonly tests used such as Dynamic Rhyme Test 
(DRT) and Mean Opinion Score (MOS) [21] [22]. 

A. The Diagnostic Rhyme Test (DRT) 

In 1958, Fairbanks presented The Diagnostic Rhyme Test 
(DRT). It was designed to test the clearness of coders known 
to present speech of lower quality due to the listener must 
define which consonant was spoken when given with a pair 
of rhyming words, then Rhyme tests are so named. It consists 
of 96 word pairs and these are selected to measure the 
pronunciational characteristics. The listener has required to 
recognize among word pairs such as dense – tense, caught-
taught, show - sow, and pool-tool. Finally, DRT is a test 
method used in a widely form and it is very useful as a 
developing tool, but the main weakness it does not test all 
possible interferences among consonants [25]. 

B. Mean Opinion Score (MOS) 

The MOS test  is one of the most popular  private tests 
validate the speech quality processing systems , so it is  the 
most widely used ,MOS test  describes speech  intelligibility 
and it is  used in voice telecommunications , furthermore it is 
proper for overall evaluation of synthetic speech [25][26] . 

Mean opinion score (MOS) is one of a type of test that is 
used to obtain the quality of a voice sample according to 
listeners judge. Absolute Category Rating (ACR) as the table 
below is type of the MOS. this type, there are five categories 
regarding the quality and the hearers are asked to choose a 
single option for each tracks of the voice and the average 
value give the MOS value [29]. 



TABLE II.  MEAN OPINION SCORE [29]. 

Excellent 5 

Good 4 

Fair 3 

Poor 2 

Bad 1 

 

V. CONCLUSION 

To sum up, it can be clearly seen that transmitting digital 
voice has many important benefits; much bandwidth can be 
saved by pressing the signal and decreasing the bit rate .PCM 
was the first encoder design to achieve like a transformation. 
The performances of different encoders are commonly 
compared by considering the voice quality, data rate and 
intelligibility. DRT and MOS techniques are used to measure 
the quality of coders. MOS is the most frequently method 
used. Several modern types of voice encoders (LPC, REP 
and CELP) are explained, although of their low data rate, 
operators still depend on them. 
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