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خَلقََ  ﴾١﴿اقْرَأْ بِاسْمِ رَبكَِّ الَّذِي خَلقََ  

نْسَانَ مِنْ عَلقٍَ  اقْرَأْ وَرَبُّكَ الْْكَْرَمُ  ﴾٢﴿الِْْ

نْسَانَ مَا  ﴾٤﴿الَّذِي عَلَّمَ بِالْقلَمَِ  ﴾٣﴿ عَلَّمَ الِْْ

  ﴾٥﴿لمَْ يعَْلمَْ 

 

 

 

 

  سٕسج انؼهك 
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 أتشاس خانذ سهٍى اسى انطانة: 

 لسى ػهٕو انذاسثاخ -كهٍح ػهٕو انذاسٕب ٔذكُٕنٕجٍا انًؼهٕياخ 

  اَنً ذمٍُاخ انرؼهى اػرًاداً ػهى انضلاصل ترُثؤ ان:  ػُٕاٌ انشسانح

 

 

 

انًؼذل انؼشالً فأٌ نهًؤنف دك يُغ اي  ١٧٩١نسُح  ٣دك انًؤنف سلى  طثما نمإٌَ دًاٌح

دزف أ ذغٍٍش نهشسانح أ الاطشٔدح تؼذ الشاسْا ًْٔ انذمٕق انخاصح تانًؤنف ٔدذِ 

فلا ٌذك لأدذ اٌ ٌمشس َشش يصُف أدجى يؤنفّ ػٍ َششِ . ٔانرً لا ٌجٕص الاػرذاء ػهٍٓا

لاو تزنك اػرثش ػًهّ غٍش يششٔع لأَّ اسرؼًم ئرا ف أ اػادج َشش يؤنف نى ٌمش يؤنفّ تزنك،

 . سهطح لا ًٌهكٓا لإََا
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ABSTRACT 

 Earthquakes are a natural calamity produced by the movement of the earth's tectonic 

plates due  to enormous internal energy being released, earthquakes can  cause in serious 

injuries and fatalities, demolish massive structures and infrastructure leading to  significant 

economic loss. Earthquakes predictions are  achieving society's safety, reduce the magnitude 

of destruction. For predicting an earthquake's time, magnitude, depth, and location, a variety 

of techniques have been suggested, such as statistical and mathematical analysis and a signal 

investigation of precursors and due to an ostensibly dynamic character of seismic, they 

usually do not produce excellent results. The ability of artificial intelligence to detect hidden 

patterns of data and nonlinear relation well-known has been gaining attention in recent 

years. It has been used in several areas and achieved positive results. This thesis utilizes 

artificial intelligence algorithms in predicting the next earthquakes to take the necessary 

precautions and reduce the risk in earthquake-prone areas. The  support vector regression, 

feed-forward neural network and long short-term memory algorithm were applied to predict 

the occurrence of the next earthquake based on the historical data obtained from the General 

Directorate of Meteorology and Earthquake Monitoring in Iraq, through study data for three 

different regions in Iraq (Sulaymaniyah, Maysan and Wasit) to predict earthquake 

characteristics  (time, magnitude, location and depth) and evaluating the performance of the 

prediction using testing data 

The obtained results are compared by evaluation metrics to show which algorithm is the best 

for earthquake prediction. From these results, it is concluded that the long short term 

memory is the best for  earthquake prediction and assists in obtaining promising results, 

because  Long Short Term Memory is an optimized neural network that can handle issues of 

exploding and vanishing gradients. This algorithm where  achieved 87% accuracy in 

predicting the time and magnitude of the earthquake, 88% accuracy in predicting  time, 

magnitude, and location of the earthquake, and 91% accuracy in predicting the magnitude, 

location, time and depth of  the earthquake. 

Keywords: Earthquake prediction, artificial intelligence, machine learning, deep 

learning, support vector regression, feed-forward neural network, long short term memory, 

regression system.  
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CHAPTER ONE 

 

1. 1 Introduction 

Earthquake is one of nature's most devastating disaster. They usually 

happen without warning. A major earthquake with a magnitude greater than five 

can inflict massive death tolls and huge infrastructural damages. 

 The earthquakes prediction is a very important, the success of which may 

potentially save  many  human lives.  However, it has been that  it is a challenging 

issue in seismology [1].  Existing works on  earthquake  prediction can be mainly 

classified   into four categories  according to the employed methodologies, i.e.,1) 

mathematical analysis, 2) precursor signal investigation, 3) machine learning 

algorithms like decision trees and support vector machines,  and 4) deep learning. 

The first kind of research attempt to formulate a problem of earthquake prediction 

by using different  mathematical tools [2], like the FDL "Fibonacci, Dual and 

Lucas" method,  types of probability distributions or other  mathematics proving 

and spatial connection theory [3]. In the second kind of work, researchers  study  

earthquake  precursor signals to help with earthquake prediction. For example, 

electromagnetic signals [4], lithosphere-atmosphere-ionosphere [5].Even animals‟ 

abnormal behavior has been taken into account in this kind of study [6]. The third 

kind of research is mainly explores data mining and time series analysis  using 

machine learning algorithms, such as AdaBoost, J48, k-nearest neighbors [7], 

artificial neural network, and SVM [8], to forecast a magnitude of earthquakes 

based on the seismic events of prior. Algorithms of deep learning are used in the 

fourth kind of researches to forecast the time and magnitude  of seismic events. 

Various kind of neural network have been adopted, such as feed-forward neural 

network, backward propagation  (BP) neural network, multi-layer perceptron [9], 

recurrent neural network [10], which be effective in certain circumstances.  

The earthquake prediction models perform well with earthquakes having medium 

magnitudes, but while the shocks have high magnitude, the outcomes achieved are 

poor. Major earthquakes cause most damages and bring the most concern. The 

reason behind this scenario is that there is a smaller number of earthquakes with 

high magnitude, and without data, the prediction becomes very difficult. 

Historical data from earthquake catalogs are used in forecasting studies, 
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earthquake data characteristics in the catalogs varies from one catalog to another 

according to the region, but the main characteristics of an earthquake are: 

• the date and time of an event.  

• the epicenter's geographic coordinates.  

• depth of a hypocenter.  

•  magnitude of the earthquake. 

 Other characteristics include earthquake energy, depth, location, and magnitude. 

Seismic indices such as Gutenberg Richter B value, seismic energy, time lag, 

mean magnitude [11], and others, are computed using machine learning methods. 

Alternatively, deep learning models are capable of calculating hundreds of 

complicated characteristics on their own[12][13].  

 

1. 2 Literature Review 

Earthquake prediction is one of the important issues, as it leads to saving 

lives and reducing losses. It is a random, destructive natural phenomenon. Studies 

have recently tended to predict earthquakes using learning techniques. Machine 

learning, and deep learning algorithms was used in many  research to prediction 

earthquakes in the literature, summarized below: 

 

   In 2016, Narayanakumar and Raja [14], suggested the BPNN model for 

earthquake magnitude prediction of India's Himalayan area. They utilized eight 

seismicity indicators, which were computed using the Gutenberg-Richter equation 

from the earthquake catalog. The Global Hypocenter database was used to gather 

data for this study, which included earthquakes with magnitudes greater than 2.5. 

They utilized a neural network with nine input neurons. a twelve-neuron hidden 

layer and a single-neuron output layer, with Purelin and Tan-Sigmoid, were 

chosen as activation functions. They used the LM method to train the model 

across 10, 000 iterations, the learn rate start was set to 0. 01, and momentum at 0. 

94. Model accuracy in predicting small earthquakes was 66.66%, and the 

moderate earthquake was 75%. The model was unable to forecast big quakes 

because there was so few training data for earthquakes with magnitudes larger 

than5.8.  
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In 2017, Zhou et al [15], suggested ANN and SVR models forecast the 

magnitude of the earthquake. They demonstrated that when these two algorithms 

were combined, performed better than when they were used alone. Gathered data 

from around the world between 1999 and 2016, using latitude, focal depth, and 

longitude, as input parameters and magnitude as an output parameter. They used a 

linear kernel to train the SVM model, and the violation's cost function was set to 

10. They also trained a NN based on error back propagation. with 5000 epochs. 

The result showed that if the ratio of error is less than 0.5, the SVM model can 

predict correctly 9 from 15 samples, ANN was able to predict 10 of the 15 

samples testing, 11 out of 15 samples could be predicted with this combination of 

SVR and ANN 73. 37% accuracy.  

 

In 2017, Wang et al [16], proposed the LSTM model to forecast 

earthquakes, using spatial and temporal correlation. Memory-cells are used in 

LSTM that aid in the prediction of long-term events. They utilized a dataset from 

China and split the area into sub-divisions of equal sizes. In this study, a selected 

earthquakes dataset with a magnitude above 4.5 from 1966 to 2016, was gathered. 

Data of earthquakes with the same timestamp but various places were represented 

using a two-dimensional matrix to achieve temporal and spatial correlation, this 

matrix was utilized as the input for the layer of LSTM, to avoid an overfitting 

problem, the output of LSTM layer was sent to dropout layer and passed to a layer 

of fully connected, output processed using the activation function softmax, Cross-

entropy was the function of error that they utilized and RMSprop algorithm as 

optimizer. The accuracy of the model of 86%.  

 

In 2017, Asim et al [17], tried to assess performances of the algorithms 

RF, pattern recognition NN, linear programming boost, and RNN, in forecasting 

earthquakes with a magnitude greater than 5.4, they utilized an earthquakes 

dataset of the Hindu Kush area from 1976 to 2013. The PRNN trained with LM-

BP as it is faster than BP and has two hidden layers, each of which had 12 

neurons, tan -sigmoid was used as activation function. RNN algorithm can store 

an internal state, due to the fact that there are cycles directed between units, it is 

made up of two hidden layers, has six and seven neurons, respectively. RF 
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algorithm consisted of a collection of a decision tree that was combined using 

Bootstrap bagging or aggregation. The LPBoost ensemble maximized the 

difference between training data from the different classes and added numerous 

tree classifiers. The algorithm of LP Boost performed best of 65% accuracy, while 

RNN achieve 64% accuracy.  

 

In 2017, Saba S, Ahsan F, et al [18], proposed the BAT-ANN combining 

algorithm of Bat and feed-forward NN, to forecast the next earthquake, Back 

Propagation in the neural network operates on the gradient descent concept and 

can suffer from overfitting and becoming stuck in the local optimum. Bat 

algorithm develops to discover the best or near-best solution. FFNN is trained 

using the bat algorithm to get the best weights, used log sigmoid as a transfer 

function, and learning rate set to 0. 3, with 100 iterations. In terms of accuracy, 

the results demonstrate that BAT-ANN outperforms the Back Propagation NN.  

 

In 2018, Lin et al [19], Attempts were made to determine the proper 

number of neurons in a BPNN's hidden layers for earthquakes prediction. They 

built the model using data from the Philippines. They used two hidden layers, and 

data from 2000 to 2010 to construct the first magnitude prediction BPNN model. 

With the learning rate of 0.83 and ten neurons in the hidden layers, the best 

prediction was made. Then they used the method of embedded BPNN with the 

same initial weights of the prior method. Data from the years 1990 to 1999 and 

2011 to 2014 were used to train it. The first BPNN was then trained with data 

from 1990 to 2014 with a learning rate of 0.33, yielding results that were 

comparable to the prior model. To assess the approaches, they evaluated the 

standard deviation, MSE, and correlation coefficient for the anticipated and actual 

magnitudes of the embedded BPNN model to estimate magnitude after 

determining the optimal number of neurons in the hidden layers, achieved the rate 

of MSE of 0. 01 to 0. 09, with an average of the standard deviation equal to 0. 21.  

 

  In 2018, Hajikhodaverdikhan, et al [20], proposed an SVR method 

enhanced by using a particle filter to predict the number of earthquakes and mean 

magnitude in Iran. For this study, they evaluated 30 precursors. In SVR, the 
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model looks to a hyperplane which could separate the dataset into subsets 

depending on classifications. In the presentation of noise, particle filters assess a 

linear system's state and converted it to randomness. The model's generalization 

diminishes as the C value rises, while the model's error performance rises. 

Indicates a loss function that has lower values is desirable; nevertheless, if it's 

zero, overfitting may be happening. In this model, the kernel filter was Gaussian 

RBF. The particle filter was used to choose these three parameters by computing 

the probability density function using the particle weights. PSO improved the 

parameter of the kernel width,  C, to enhance SVR performance. The result of a 

PSO-based SVR model was best this method was more effective than the standard 

MLP method.  

 

In 2019, Bhandarkar et al [21], suggested an LSTM model for 

forecasting the future trend of seismic, in this study 5000 samples were collected 

from Tajikistan and Afghanistan, a dataset of North-East India, Lakshadweep,  

and Thailand were also gathered, the LSTM model having two hidden layers, each 

LSTM cell has 40 hidden units, the BP was restricted to fifteen steps and used the 

drop out layer between two hidden layers. The algorithm of degrading was used to 

minimize the RMS loss. The LSTM model uses the structure's cycles to identify 

the sequence's dynamics. LSTM method removed the effect of the vanishing 

problem from the RNN and achieved good results. 

  

In 2019, M. Maya, W. Yu [22], suggested the transfer and meta-learning 

for improving MLP model for earthquake short-term prediction, in the neural 

network, meta-learning and transfer learning are capable increase speed up 

convergences and give greater flexibility for model parameters. Trained a simple 

MLP that consisted of 10 neurons in the hidden layer, one outer-layer, and a 

learning rate of 0. 155, was proved to be unbalanced, by using MLP and Meta-

Learning with only 100 iterations, for the same prediction. This time, it performed 

better than the preceding MLP, transfer learning and meta-learning were 

combined to increase MLP performance, the MLP-meta learn model achieved 

MSE from 0 to 0. 09 and with MLP-meta -transfer learning MSE of 0 to 0. 07.  
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   In 2020, Jena, biswajeet et al [23], proposed the convolutional neural 

network and GIS, to study the probability of an earthquake using nine seismic 

features, namely, magnitude density, peak ground acceleration, epicenter density, 

slope angle, proximity to faults, the distance between the epicenter and the 

location, fault density, amplification factor value with lithology, were used as 

inputs, in the meanwhile, the outputs 0, 1 were utilized to represent non-seismic 

and seismic parameters. The proposed categorization model was evaluated on the 

nation level using data acquired to update a map of probability for the 

subcontinent of India, according to the testing data, the results showed that the 

suggested method outperformed established techniques for estimating earthquake 

likelihood, in terms of precision.  

 

 In 2020, Majhi et al [24], developed researchers a functional link ANN 

improved using the algorithm of moth flame optimization to forecast the 

magnitude of the earthquake, no hidden layer in the FLANN, nonlinearity is 

obtained by some nonlinear function. Standard BP, Gradient descent, LM-BP, 

least-square optimization, and MFO were used as learning algorithms to discover 

which one performs best. The model's optimum weights were determined using 

these algorithms. First,  earthquakes data having a magnitude equal to or more 

than 5.5 was chosen. The date and time elements were then combined into one 

property. The features are all normalized. Five seismicity indicators compute, 

after that, 7 distinct nonlinear functions were used to extend. Finally, use them 

with the model to train. The model achieved a good result where the RMSE of 0. 

0565 compared to IPSO-BPNN model RMSE of 0.0590.  
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1. 3 Problem Statements 

        Since earthquakes are one of the most dangerous  natural disasters, primarily 

due to the fact that they often occur  without an explicit warning, leaving no time 

to react. This fact  makes the problem of earthquake prediction extremely  

important for the safety of humankind. A variety of techniques, such as statistical 

and mathematical analysis, have been used to predict earthquakes, but they have 

not given accurate results due to the non-linear relationship of earthquake data. 

Machine learning and deep learning techniques have been successful in many 

areas and have been used in earthquake prediction in many studies. However, 

these studies were not comprehensive in predicting   all earthquake characteristics, 

it was limited to data with a certain earthquake magnitude and did not achieve 

sufficient accuracy. 

 

1. 4 Thesis Objectives 

 The main objectives of this thesis can be listed as follows: 

1. Building a system for earthquake prediction with high performance leads to the 

reduction or absence of human and material losses by taking preventive measures 

in areas most prone to earthquakes.  

 2. Applying algorithms of machine learning (FFNN) ,(SVR) and deep learning  

(LSTM) to predict earthquake characteristics  (time, magnitude, location, and 

depth) on earthquake datasets for three different regions with earthquake 

magnitude ranging from  (2.5 to 6) and evaluate their performance and compares 

their results with previous researches to determine its effectiveness based on 

metrics such as Accuracy and MSE to determine which is the best algorithm for 

earthquake prediction. 
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1. 5 Thesis Structure 

    This thesis consists of five chapters. Chapter one produces the introduction of 

the thesis including, literature review, problem statements, and thesis objectives. 

The remainder of the thesis is organized as follows: 

Chapter Two: " Theoretical Background " presents the concepts of the 

earthquakes, how are earthquakes formed, types of earthquakes according to the 

depth, earthquake measurement. Also includes the concept of the neural network, 

machine learning, deep learning, and FFNN, LSTM algorithm.  

Chapter Three: " Research Methodology " this chapter explains the proposed 

system FFNN, LSTM in a detailed description.  

Chapter Four: " Results and Discussion " presents the application and results 

obtained when implementing the proposed system and discussing it. A 

comparison between results of algorithms and with results of other literature.  

Chapter Five: " Conclusion and Future Works " provides a conclusion of the 

thesis and some recommendations for further research.  
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CHAPTER TWO 

Introduction 2. 1 

 Earthquakes are a natural phenomenon that occurs in the ground and is 

caused by the movement of the rocky plates; the effect of the earthquake extends 

to the surface of the earth and results in the occurrence of vibrations and thus 

cracking in the internal rocks and this, in turn, causes the displacement of those 

rocks due to the geological effects and thus the fissures in the ground. Despite the 

possibility of earthquakes occurring at any point on the globe, their distribution is 

not random. Rather, it is concentrated in belts called seismic belts, among the 

most important of these packages: 

Pacific belt  (70%)  

Alpine belt  (20%)  

 These two belts include 90% of the earthquakes that occur on the ground and 

these two belts branch out from small belts that are less effective than the main 

ones. The earthquakes that occur in the Arab regions, which extend from the Strait 

of Gibraltar - the Alps - the Taurus Mountains in Turkey - the Zagros Mountains 

in Iraq and Iran - the Himalayas and Southeast Asia are within the alpine belt.  

The geographical distribution of these belts depends on the theory of plate 

tectonics, according to which assume that the outer part of the globe is divided 

into several different plates and there is a relative movement between these plates 

that is convergent, divergent or transitional movement so earthquakes are 

concentrated in the border regions of the plates and in their midst these plates 

Collision leads to diving one to edge of plate anther where rupture occurs of the 

earth's crust[25].  

This chapter presents a description of the earthquake, how are earthquakes 

formed, types, earthquake measurement and earthquake prediction techniques as 

well as machine learning techniques, deep learning.  
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2. 2  Earthquake Brief  

It is the shaking of the earth caused by the rapid and sudden release of 

energy that accompanies the breaking of rocks. The main source of energy is the 

movement of the plates, the epicenter of the earthquake  (the focus) is followed by 

aftershocks called Seismic waves, and this is due to the breaking and 

displacement of rocks due to the accumulation of internal jurisprudence as a result 

of influences Geology resulting in the movement of the earth's plates, and the 

earthquake may arise as a result of volcanic activities or as a result of because 

there are slips in the layers of the earth, earthquakes lead to cracking of the ground 

and the depletion of springs or the occurrence of elevations and depressions in the 

earth's crust, as well as the occurrence of high waves under the sea surface  

(tsunami)[26].  

     As well as its devastating effects on buildings and facilities and often results 

from convective movements resulting from asthenosphere  (in which the near-

plates move, causing tremors) earthquake. Also, earthquakes may cause havoc. 

The degree of earthquakes is determined by an index and is measured from  (10) 

degrees Richter. From  (1-4) earthquake degrees, which may not cause any 

damage, that is, it can only be felt, from  (4-6) earthquake average damages. 

Damage to homes and residences may occur. From 7 to 10  (maximum degree, 

that is, the earthquake can destroy an entire city and put it underground, often the 

mainshock is preceded by a few days or even years of light tremors called the 

foreshock. As for the tremors that follow as a result of the crumbs rock is called 

tremors  (aftershock).  

 

  2. 3  Earthquake Description   

During the vibration that hits the cortex, six kinds of shock waves are 

generated two are related to the body of the earth, as they affect the interior of the 

earth, while the other four waves are surface waves and can be distinguished 

through the type of movements that affect, on the rock particles, where the 

primary waves or pressure waves send particles that vibrate back and forth in the 

direction of the waves while secondary or transverse waves reduce vibrations 

perpendicular to the direction of its course. Usually, the primary waves travel 

faster than the secondary waves, so that's when it happens earthquake, the first 
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waves that arrive and are recorded in geophysical research stations all over the 

world are primary and secondary waves[27].  

 

2. 3. 1 Types of Earthquakes According to The Depth  

  Shallow earthquakes being a depth of 70 km.  

  Medium earthquakes being a depth of 70-300 km.  

  Deep earthquakes are the depth at 300-700 km [28].  

 

2. 3. 2 The Intensity and Magnitude of Earthquake: 

Scientists use the concepts of earthquake intensity and earthquake 

magnitude to express the magnitude of an earthquake. Earthquake magnitude is a 

term used to measure the magnitude produced by an earthquake Richter's ten 

degrees. The intensity of the earthquake varies from one region to another, but the 

magnitude of the earthquake is fixed[29].  

 

2. 3. 3 Earthquake Measurement 

    Earthquakes vary among themselves in the amount of damage and losses they 

inflict and this is controlled by several factors. Including the distance to the 

earthquake epicenter, the nature of the earth‟s crust rocks, the designs of the 

buildings, and the area in which it occurred is the earthquake populated or not? 

The reliance in the study of earthquakes was previously on a description intensity  

(i. e. The amount of damage it causes).  

Later, a new scale was developed to classify earthquakes based on the amount of 

energy released at the earthquake occurred. In the year 1935, Charles Richter 

introduced a seismometer based on estimating the strength of the energy released 

from it by measuring the largest amplitude of the waves recorded on the 

seismograph.  

depending on. Represents by Eq.(2. 1).  

M= log (A / t + y)                    (2. 1)  

Where: A = the largest displacement, measured in units, each of which is from 4-

10 cm, t  is equal to the time it takes to record seismic waves in seconds and y is 

equal to the distance adjustment factor and calculate using the difference in the 

arrival time  between primary and secondary waves [30].  



 Theoretical BackgroundChapter Two                                                                     

02 
  

 2. 3. 4 Determine the location of an earthquake focus 

The earthquake epicenter is the site from which the energy emission 

begins and because tremors occur as a result of movement on both sides of a crack 

the focus of the earthquake is not a point, but rather an area that can extend for a 

few kilometers. The earthquake is at varying depths from the surface of the earth 

to a depth of 700 km. So it is appropriate to talk about the location of the epicenter 

of earthquake on the earth's surface, called the epicenter of the earthquake the 

vertical distance between the epicenter of an earthquake and the point on earth's 

surface directly above it at depth, focal depth the location of a seismic focus can 

be determined by the cooperation of three seismic stations close to the location of 

the earthquake and the earthquake's distance from each of these three stations is 

determined either by the relationship data or by calculating the distance by 

estimating the time of arrival of seismic waves and their speed (Distance = time * 

speed of the waves) and a circle is drawn from each station whose center is the 

location of the station, its radius is the calculated distance and the point of 

intersection of three circles is the epicenter of the earthquake[31].  

 

2. 4 Earthquake Prediction Techniques 

Despite the fact that the terms "forecast", "prediction" are frequently 

interchanged, it is common in earthquakes science to separate them. In[32]The 

concept was articulated that the earthquakes prediction suggests a higher 

likelihood than the earthquakes forecast; that is to say, the prediction is more 

certain than the forecast, and thus necessitates greater precision. So, it's worth 

mentioning that the focus of this thesis will be on earthquake prediction, which 

appears to be more significant from a practical standpoint. According to[33] 

follows information is needed from predicting the earthquake: define the time of 

earthquake; define the magnitude of the earthquake; define the location of the 

earthquake. Furthermore, if the prediction provides the likelihood that the event 

that fulfills all of the aforementioned conditions occurs, it is more valuable and 

verified statistically[34]. That is, the prediction should state when, where, and the 

magnitude of the earthquake, as well as how likely it will happen in reality.  

there are many of techniques learning used for earthquakes prediction  (time, 

location, magnitude)  such as machine learning algorithms, random forest, support 
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vector regression, support vector machine, artificial neural network, K-nearest 

neighbor, clustering, probabilistic neural network.  

 The deep learning algorithm, recurrent neural network, deep neural network, long 

short-term memory[35].  

 

2. 5 Artificial Neural Network 

The artificial neural network is a model of the nervous system that is inspired 

from reality, its studies are compatible with several disciplines in various fields 

growing and it is considered an adaptable, often non-linear distributed system, 

these three elements are present in real applications. Neural networks have 

become used in many a variety of important fields such as science and 

engineering as noise cancellation, system identification, prediction, signal 

enhancement. They're also found in a variety of commercial goods, including 

modems, biomedical equipment, image processing systems, and voice, speech 

recognition systems. A new area of computational science that incorporates many 

techniques for problem resolution that are difficult to define without the 

algorithmic focus, these approaches are based on the simulation, more or less 

intelligent, of biological systems' activity in some way. Artificial intelligence is a 

new type of computing denominated, that through a variety of approaches, is 

capable of handling the uncertainties and imprecisions that arise while attempting 

to solve issues in the real world, while still providing a solid solution that is 

simple to apply. Artificial neural networks are one of these approaches, which are 

inspired by the human brain's functioning and these are a collection of a large 

number of process elements–interconnected artificial neurons that solve the 

problem by working in parallel[36]. There are several ways to define what NN is, 

ranging from brief and general definitions to those that attempt to describe in-

depth what a neural computing or neural network the definition provided by 

Teuvo Kohonen[37]is as follows: 

 "  Artificial Neural Networks are massively interconnected networks parallel of 

simple elements  (usually adaptable), with hierarchic organization, which try to 

interact with the objects of the real world in the same way that the biological 

nervous system does  ."   
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The comprehend of artificial equivalent for neuron, known as a node or 

computational neuron, as a basic element. These are arranged by layers in a 

hierarchical structure and are interconnected amongst them, exactly like systems 

of biological nerves. The artificial network arises in response to the presence of an 

external stimulus corresponding to reality and therefore to determine appropriate 

modification in the internal parameters of the network. This modification is called 

a training or learning network, so that the network is then able to respond to a 

stimulus external in an optimal manner. 

  

2. 5. 1 Artificial Neural Network Applications  

In terms of the applications, can say that the artificial neural networks' 

strengths are in the management of adaptive, parallel, and nonlinear processes. 

Computer vision, speech recognition, medical image analysis,  expert systems, 

remote sensing, signal processing, and industrial inspection have seen success 

with the ANN. Artificial neural network applications are divided into the 

following types: 

Pattern recognition: Is assign the class label to an item represented by a vector in 

a predetermined of classes, (supervised classification).  

Grouping: Is known as unsupervised categorization since there is no 

predetermined classes. The network checks the items in front of them and groups 

together features that match certain criteria for similarity.  

Approximation of functions: In a collection of the pairs  (ordered pairs for 

/entry, exit), a network modifies the internal parameters to construct exits that 

correspond implicitly to the function's approximation.  

Prediction: Predict the behavior of the event that is time-dependent, based on a 

set of data acquired at various times.  

Optimization: wide range of issues in science, engineering, medicine,  and math 

can be focusable as problems requiring the determination solution that satisfies a 

set of constraints while minimizing or maximizing the objective function.  

Association: Associative formulations can be divided into two categories, self-

association, and hetero. ـassociation, in self-association issues, whole knowledge 

is retrieved from partial information. Given the element from the group of A, 

hetero-association consists of retrieving the element from the group of B.[37].  
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2. 5. 2 Topology of Neural Network  

Architecture, topology, or structure are terms used to describe how 

computation neurons are structured in a network. These words are most 

commonly used to describe how nodes are communication, how data is 

transferred across a network, distribution of computation neurons.  

The number of layers: The neurons in neural nets do by constructing layers or 

levels with a specific number of nodes. As long as there are inputs, hidden 

neurons, and outputs, can define the inputs layer, the outputs layer as well as one 

or more hidden layers. Some authors considered only two types of layers in the 

ANN, a hidden and an output layer.  

Patterns of connection: ANN may be categorized into the following connection 

patterns based on the linkages between items of various layers when all of a 

level's outputs reach all and each of nodes in the next layer, it is said to be 

completely connected, while if network lost some of it connection, network is said 

to be partly connected.  

Information flow:  Another categorization of ANN is determined by a direction 

of information flow across the layers, connection between the nodes is a way that 

outputs of a neuron are directed to be input to other neurons. A node's output 

signal might be one of a process's entries, network is defined as feed-forward 

network. While any of the neurons' outputs are input to neurons at the same level 

or levels above it if at least one is an entry of neurons from prior levels, the 

network is defined as a feedback network[38].  

 

 2. 6 Learning Processes 

  The capacity to learn is a key feature of all neural networks model, as 

evidenced by the fact that their performance improves as a result of learning and 

occurs as a result of an interactive process that modifies the parameters of the 

network in response to external stimuli. Ideally, ANN learns more with each 

iteration of a process learning. offering definition for learning term can being 

adventurous, the vast array of fields of human knowledge that are involved its 

study, this text does not claim to cover in-depth, can define learning in general as 

the change of behavior result of the experience. In this light, Mendel and 
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McClaren (Haykin)[37].In the domain of artificial neural networks, defines 

utterance learning as follows: 

"Learning is a process by which, the free parameters from a neural network are 

adapted, through a simulation process, by the environment in which a network 

is contained. The kind of learning is determined by the way in which the change 

of the parameter has place ". 

This definition means a sequence of events that follows: 

 The network's environment serves as a simulation of the network.  

 The neural network's internal parameters are modified as the result 

of simulation, a set of rules governs these modifications.  

 The changes in the internal structure of the neural network cause 

the neural network to respond properly.  

It's worth noting that a learning rule or an algorithm refers to a set of rules that 

make up a learning process. Additionally,  internal parameters are utilized to 

create a set of communication linkages between computation neurons. The 

weight, to put it another way, A neural network's training or learning consists 

basically of modifying the weights of the network. Utilizing learning algorithms.  

There is no one-size-fits-all learning algorithm for neural networks. Learning 

algorithms are divided into two categories: supervised learning and unsupervised 

learning, based on the paradigm employed.  

 

Supervised Learning 2. 6. 1 

As stated that learning algorithms are capable of using supervised learning 

and unsupervised learning, in this work emphasis will be based on the learning 

system which is by supervision, particularly for regression. In the supervised 

model of learning, feedback is given for the system to carry process learn, the 

training set is the general selection for feedback that is used to apply to learn the 

supervised system. The training set contains a different set of an example that 

include values of input and outputs. These examples are for internalizing and use 

as a base for learning dynamic of mapping of the various inputs to their matching 

on the right output the learning machine's phase. At the execution stage, a set of 

new inputs are given to the system to predict the outputs using knowledge 

obtained while learning. The process of putting previously learned knowledge to 
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use on new data is referred to as generalization. The accuracy of the 

generalization is calculated usually by using a test set when the system makes a 

prediction, the accuracy of outputs produced by algorithms can be calculated 

easily by contrasting the prediction results of the algorithm with actual results. 

There are a large of available learning models which may be used to solve the 

problems by supervised learning, such as the neural networks. These models have 

a set of benefits as well as drawbacks, examples of drawbacks use a neural 

network. The nature of learning models necessitates in a training set multiple 

iterations. The majority of learning algorithms have system parameters that should 

be chosen manually by a user of an algorithm. As result, the system fails to be in 

depend and automated. The parameters of the system impact significantly the 

performance of each model. There is little or no instruction on how to choose the 

parameter that can influence the output quality. The algorithms' proclivity to 

encounter problems that needed resetting parameters is also a flaw in some 

algorithms[39].  

 

 Unsupervised Learning .2. 6. 2 

Unsupervised learning, artificial neural network don't need external 

elements to modify weights of the connection link between its neurons, don't get 

information that indicates the predicated outputs in response for decided inputs is 

right or not, which is why It's called unsupervised, also known the self-

supervise[39]. 

 

 Machine Learning72.  

    Machine learning is a subset of artificial intelligence that is concerned with the 

design and development of techniques and algorithms that enable a computer to 

have the features that cause the computer to capable of learning without explicit 

programming. The main focus of machine learning is the computer program 

development that could be used to learn of an expansion well and to alter while it 

is subjected to new data [40]. Machine learning is programming the computer that 

uses for the purpose of improving a performance according to the criteria through 

repurposing previous data or experience. Machine learning has been classified as 

supervised and unsupervised consequently, supervised learning can be used to 



 Theoretical BackgroundChapter Two                                                                     

08 
  

know what is learned in the past on a new dataset. unsupervised learning can 

derive conclusions from the data set[41]. 

 

2. 7. 1 Support Vector Regression  

SVR algorithm works in an entirely different manner than most of the 

regression algorithms [42]. Where the other regression algorithms try to minimize 

the sum of squared error, SVR is concerned with the error when the error is in a 

particular range. This regression method works similarly to SVM, but instead of 

providing a class as output, it produces a real number. SVR gives flexibility in 

case of error to minimize coefficients (epsilon-value) and optimizes them to 

improve performance. It is trained with symmetrical loss function to penalize low, 

and high miss estimates equally. The computation complexity of SVR is not 

dependent on the input shape‟s dimension. For nonlinear operations, it uses kernel 

functions like Gaussian RBF kernel, it possesses excellent generalization 

capability, which is represented by eq. (2. 2), where         are two different 

observations in the dataset, and γ is the spread of the kernel.  

 (      )     ‖     ‖
 
     (2. 2) 

 

Multi-layer FFNN 2. 7. 2 

A layered structure in feed-forward neural networks. Each layer is made 

up of nodes that get their inputs from nodes in the previous layer and send their 

outputs to nodes in the next layer. Within the layer, there are no connections. 

inputs are routed to the first hidden layer. The input node is just for input do not 

do any processing. The weighted input, plus the bias, is used to activate the 

function of the hidden node. The hidden node's output is spread over the following 

layer of hidden layers until the last hidden layer, the outputs of which are routed 

into the output layer[43]. Figure  (2. 1) shows the typical architecture of FFNN.  
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Figure  (2. 1): Typical architecture of FFNN[43].  

The optimal choice of training algorithm and network architecture are critical 

elements for successful the algorithm of FFNN. Feed Forward NN works as: 

Activation     of the hidden unit,   is computed at in eq.(2. 3): 

        ∑   

 

   

                                   

where the   represents bias weight,   represents the number of the inputs unit    

represents the inputs whose taken from a dataset, and   is the weight between an 

input layer and hidden layers.  

   value y of hidden unit j is computed at eq.(2. 4  (:  

     (   )                                               

Where  (   ) is the result of applying the activation function at the hidden 

layer's unit  . Activation     of the hidden unit,   is computed at eq.(2. 5):  

        ∑   

 

   

                                         

where the   represent bias weights,   represent the number of the hidden unit   

represent the hidden layer value, and   is a weight between hidden layers and 

output.  value   of a output unit   is computed as in eq.(2. 6): 

     (   )                                                  

Where  (   ) is the result of applying the activation function at the output layer's 

unit  . Squared error of output unit   is computed at eq.(2. 7): 

   = 
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 where    = actual values,    = prediction values and error propagated backward. 

According to error the weight updating as in eq.(2. 8)(2. 9): 

               (     )      ∑    

 

   

                

                                                                     

Where                  

 

2. 8 Deep Learning 

Deep learning  (Deep Neural Network is another name for deep neural 

learning) constitutes a subset of machine learning in the field of AI, which has a 

network that is capable of learning the two types supervised and unsupervised 

learning. Deep learning is a type of AI function that mimics the operation of the 

human brain's processing of data and creation of patterns for use in the decision-

making process[44], don't a single definition for deep learning, However, the 

majority of definitions sure following aspects:  

 a subset of ML.  

 Models are usually nonlinear.  

 Uses the algorithms of supervised and unsupervised learning to fit models 

with the dataset.  

 Model is graph structures, with many layers (deep).  

 

2. 8. 1 Recurrent Neural Network  

The recurrent neural net was developed for the first time in the 1980s[45-

46]. Its structure is made up of the input layer, the output layer, and one or several 

hidden layers. RNNs are built from chain-like of modules that are repeated to 

employ these modules as the memory for storing important information of the 

prior processing stages. In contrast to the feed-forward neural network, RNNs 

have a feedback loop that enables neural networks for accepting a series of inputs, 

as shown in figure (2. 2). This indicates that the result of step t-1 is sent back to a 

network to impact the step's result and for all succeeding steps. Therefore, RNN 

has demonstrated success in the learning sequences, as shown in figure (2. 3)  

processing sequential in a recurrent neural network.  
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Figure  (2. 2) : Difference between the FFNN and RNN 

 

 

 

 

 

Figure  (2. 3): The processing sequential in recurrent neural network[51].  

 

Figure  (2. 3) depicts a simple RNN, having one input node and single recurrent 

hidden layer expanding to the full network, and one output node, where    

represents the input of the time step t,    represents the output of the time step t. 

RNN uses the back propagation method in the training process, a common method 

used in ANN for computing gradients and updating the weights. However, the 

weights will be adjusted and updated, as a result of the feedback process's 

adjustment. Therefore, its commonly referred to as back propagation through 

time. A BPTT process employs a backward technique, layer after layer, of the 

ultimate output of the network, adjusting the weights of each node based on its 

calculation from the overall outputs error. Information loops keep repeating, 

leading to massive updates of model weights and an unstable model owing to the 

buildup of the error gradients throughout the process of updating. As a result of an 

exploding gradient and gradient vanishing issues[47], BPTT is ineffective 
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sufficiently for learning a pattern of the long-term dependency[48], this is one of 

the major causes for problems in training RNN[49].  

 

2. 8. 2 Long Short-Term Memory Neural Network 

 Long short-term memory development of the recurrent neural network, 

was first presented by "Hochreiter and Schmidhuber"[50], to solve the issues 

raised by the RNN's aforementioned shortcomings, by incorporating extra 

interactions with each module. LSTM is a type of RNN, able to learn long-term 

dependency and remember information for a long time[51]. LSTMs models are 

arranged in a form structure of the chain. However, the structure of the repeating 

module is different. Instead of one neural net, like in a recurrent neural network, it 

comprises four interconnected levels and a distinct communication mechanism. 

Figure  (2. 4) shows the architecture of the LSTM neural network.  

 

 

 

 Figure (2. 4): The architecture of LSTM neural network[52].  

 

The LSTM network is made up of memory blocks known as cells. Two situations 

are being transmitted for the next cell, hidden state, and cell state. The main chain 

for the data flowing is a cell state, that permits data for flowing forward unaltered. 
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However, may occur certain linear transformations. Sigmoid gates allow data to 

be added or deleted of cell state, the gate is analogous to layer or the series from 

operations of a matrix, that contain individual different weights. LSTM is 

intended for avoiding long-term dependence problems, due to its controlling of 

the process of memorizing using gates.  

The initial stage in building the LSTM net is to define the information which isn't 

necessary for this step and will be removed; the sigmoid function is responsible 

for identifying and excluding information, that takes the previous LSTM unit's 

output   

at  (    ) time t – 1, and current inputs  (  )  of the time t. Furthermore, the 

sigmoid function define whether parts of the previous output ought to be removed, 

this gate is known as forget gate       , where         the vector whose values range 

the 0 to 1, corresponding for all a numbers of a cell state  (     , represented by 

Eq.(2. 10).  

 

   = σ (   [      ,    ]  +   )      (2. 10)  

Where,  (σ) is the sigmoid function,     and    are a bias and weight matrix of 

forget gate.  

The next step is to decide and save data of new inputs  (  ) at cell state and for up 

to date a cell state, consist of two portions, sigmoid layer, followed by tanh layer, 

sigmoid decide whether to update or ignore new information (0 or 1), tanh 

function assigns weight for values that are passed to it, determining their 

importance  (-1 to 1) and update a cell state by multiplied the two value. the new 

memory combined with the existing memory      for result   .  

where,      and   . Are cell state of the time t − 1 and t, b and W are the bias and 

weight matrix, as in the following equations.  

 

   = σ (   [      ,    ]  +   )              (2. 11)  

   = tanh  (   [      ,    ]  +   )      (2. 12)  

                +                 (2. 13)  

in the last step, output values  (  ) are based on cell state  (  ). At first, the 

sigmoid determines which elements of the cell state are output. Following, 
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sigmoid gate output  (  ), is then multiplied by the new value of  (tanh)  cell state  

(  ) as in the following equations.  

 

   = σ (   [      ,    ]  +   )   (2. 14)  

              )                    (2. 15)  

 Where b and W are the bias and weight matrix, of the output gate.  
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CHAPTER THREE 

 

3. 1 Introduction 

This chapter  introduces the Methodology of work and describes the 

phases of building the proposed system for earthquake prediction, focuses on the 

use and comparison of machine learning  techniques.  Support  vector  regression,  

feed forward neural network and  long short term memory  algorithm  will be 

used, their performance will be evaluated based on  metrics such as accuracy and 

MSE. These techniques will be applied to the dataset of Iraq which is used to train 

and test the models. The experience is carried out  on two variables, four variables 

and five variables,  and the results are evaluating using the  evaluation  criteria, 

preprocessing will be performed by remove duplicate from the used dataset and 

normalization,  dataset will be splitted into two groups; a training dataset for train 

the models and a testing dataset for testing the models.  

 

3. 2 The Proposed System (Earthquake Prediction)  

    The schematic representation of the proposed system is shown in figure 

(3.1).Firstly, collection the data that used, to predict the earthquake time, location, 

depth, and magnitude of the next occurrence based on the historical data of the 

earthquakes. After that, applying the preprocessing approach on these dataset, this 

approach contain remove duplicate from the used dataset  and normalization that 

defined as cleaning dataset. 
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     Figure  (3. 1): Block diagram of the prediction model 
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This work attempt to forecast the earthquake time, location, depth, and magnitude 

of the next occurrence based on the historical data of the earthquakes. When an 

earthquake occurs, the recorded information about it is used to predict the next 

events, using the algorithm of feed-forward nets and Long short-term memory.  

The inputs to the proposed system are the number of characteristics to be utilized 

for prediction.  Outputs are equal to the number of input characteristics because 

the predicted information of the next event is based on data from past events. The 

input data and the target data are described in figure (3. 2).  

 Figure  (3. 2): The input and target data in proposed system 

 

Where   ,            ,represent the earthquake characteristics ( Time, Latitude, 

Longitude, Depth, Magnitude )  and N represent the number of samples.  
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3. 3 Dataset  

 The dataset for this study was obtained from the General Directorate of 

Meteorology and Seismic Monitoring in Iraq, as it is real data recorded by this 

directorate and facilitates work to obtain good forecasts, this dataset contains the 

variables  (time, date, longitude, latitude, depth and earthquake magnitude) 

collection from Jan 2010 to act 2020. For three region of Iraq (Sulaymaniyah,  

Wasit and Maysan). Dataset description: 

 Date: the date on which it occurred  (year/month/day).  

 Time: occur at a specific moment  (hours/minutes/second).  

 Latitude and Longitude: Location tracking  (according to the coordinates 

of the place).  

 Depth: the location of the epicenter  (measured in kilometers).  

 Magnitude: earthquake magnitude  (measured on the Richter scale).  

The figure (3. 3) Shows the content of the dataset.  

 

 

              

Figure 3. 3: Dataset of earthquakes 
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3. 4  Dataset Preprocessing 

 Before applying learning algorithms to the dataset, it's critical to carry out 

data normalization and pruning, data reduction is the process of merging one or 

more characteristics that represent the same characteristics of any object where 

that contribution to the training algorithm is considered only once. Additionally, 

some characteristics may appear superfluous and thus be deleted from the dataset. 

This is sometimes called data cleansing, it improves the training performance and 

the algorithm's efficiency. Following, these steps an algorithm is learned to 

anticipate the target result. Before utilizing the dataset for a prediction, at this 

stage, the two characteristics of (time and date) merged into a single column. 

They help to forecast earthquakes by contributing to the time date and sorting the 

data according to the time, the variables have different ranges of values as seen in 

figure  (3. 4). It is not good for model training. So, the normalization is carried out 

for the data .The mean of a signal is: 

             
 

 
∑        

                                (3. 1)  

 

The standard deviation of the signal is: 

          √
 

 
∑           

                      (3. 2)  

Normalization is the process of scaling values such that they lie in a narrowly 

defined domain. It is beneficial for enhancing the learning process.  

of the signal is: 

      
        

 
             .                   (3. 3)  

    ) The normalized data,       the original data,.   is the mean 

deviation,                          .  
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Figure 3. 4: Value of variables 

 Where the x-axis represents the number of samples for earthquake characteristics 

and the y-axis represents the range of the dataset. 
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3. 5 Support Vector Regression Algorithm 

SVR method differs from other regression algorithms in that it operates in a 

completely different way. Whereas other regression methods aim to reduce the 

sum of squared error, SVR is more concerned with the error when it falls inside a 

certain range. For predict earthquake characteristics, in SVR model  the most 

important parameter and used depending on datasets it kernel function.  Radial 

basis function is used and the coefficient Epsilon-values set to (0.1). Figure( 3. 

5),show the flowchart of SVR. 

 

Figure  (3. 5): Flowchart of the proposed support vector regression    
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3. 6 Feed Forward Neural Network Algorithm 

   Feed-forward networks are not cyclic networks that are often organized in 

layers, with each neuron receiving input solely from the one immediately before 

it. The FFNN algorithm has three layers: the input, hidden, and output layers. The 

neural network is trained using an algorithm of the gradient descent optimization 

and weights are adjusted using the back propagation technique, based on errors as 

computed by the loss function. In the majority of neural networks, the loss 

function is used to compute the difference between expected output and actual 

output, for a variety of issues, including regression. The BP training technique is a 

supervised learning approach that optimizes the network to reduce the loss 

function by updating the weights of neural networks. Backward propagation of the 

current mistake to a previous layer by computing the loss function's gradients.  

The model has two hidden layers, each with 20 and 35 nodes. The sigmoid 

function is used to activate all nodes. The gradient descent was utilized as the 

learning rule. The dataset is used to train this model for 500 epochs, with a 

learning rate of 0. 01. These characteristics were chosen using a grid search that 

determined the optimum design based on the error. Figure  (3. 6). shows the 

flowchart of the FFNN. 
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Figure  (3. 6): Flowchart of the proposed feed-forward neural network 
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Algorithms 3. 1: Pseudo Code of FFNN 

Inputs: Earthquake characteristics  

Output: Earthquake characteristics  

Initialization 

Set number of Hedin layers, NumOfHlyr=2; 

FirstHlyr_nodes= 20; 

SoundHlyr_nodes = 35; 

Set number of iterations, NumOfIter=500; 

x: Input data ; 

t: Output data; 

n: number of sample; 

W: weight matrix ; 

b: bias 

   learning rate; 

L: number of hidden layers; 

N: number of neurons per layer;  

ITmax: number of iteration; 

 

Processing  

X: normalization  (x)  

ITmax=1; 

   While  (ITmax < = NumOfIter)  

      compute the output y for each training vector (x, t) :  

       for i=1: n 

         ∑       

 

   

 

       Calculate error: 

                                     = 
 

 
         

    

        

       for j= 1:n 

    Update weight vector      

             (     )      ∑    

 

   

             

                        

 M++; 

  j++; 

  i++; 

ITmax ++; 

End for 

  End for 

   IF Accuracy not met 

   Update L, N, ITmax,  ; 

   End if 

End while 
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3. 7 LSTM Neural Network Algorithm 

 A long short- term memory network is a type of RNN. In sequential data 

regression uses the LSTM neural network for predicting the earthquake of the 

next occurrence, the proposed LSTM model has two hidden layers, each with 200 

hidden units of LSTM cells. For regularization, two dropout layers are added 

among the LSTM layers. To avoid overfitting, will randomly prohibit  (0. 2) of 

the preceding layer's activations from propagating. The RMSprop [53] algorithm 

is used to reduce the mean square errors, It increases learn rate of the sporadic 

parameters while decreasing learn rate of the sporadic ones in situations when 

data is scarce, this method frequently outperforms traditional gradient descent in 

terms of convergence. Learn rate is set at 0.01, the number of iterations reached 

500, the dataset is split into the training data and testing data. The ratio between 

the training data and testing data is set as 7:3. After experimenting with several 

architectures, these parameters are chosen as the best parameters. The architecture 

of the proposed LSTM neural network has several layers. LSTM layer is the first 

layer through which an input matrix is sent from sequence layer. Then, the output 

of the LSTM layer is subjected to a dropout process, overfitting is a significant 

issue in deep neural net with many parameters, make difficult to cope with 

overfitting. Dropout is a method of dealing with this problem, the key concept is 

to randomly remove units  (in addition to their connections) during the training of 

the neural network. This keeps units from over-co-adapting. Dropout enhances 

neural networks performance in supervised learning [54]. Results of the dropout 

layer go to the Relu layer[55], and the fully connected layer. Finally, the output 

regression layer as shown in figure (3. 7).  
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Figure  (3. 7): Flowchart of the proposed LSTM neural network 
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3. 8 Proposed of Evaluation Criteria 

When a model is constructed, the next crucial step is to evaluate its 

performance, to assess the performance of predicting models.  accuracy and MSE 

are statistical methods frequently utilized to compare between expected and actual 

results, accuracy measures the capacity to predict different variables. MSE is often 

used to assess how closely expected values match actual values. according to the 

data's relative range. The accuracy of the model calculating using testing data for 

resulting system data, the standard deviation is computed to determine the correct 

samples, as shown in table (3. 1). 

 

 

 

Algorithms 3. 2: Pseudo Code of LSTM 

Input: Earthquake characteristics  

Output: Earthquake characteristics  

Initialization  

Initialize LSTM network parameter:  (hidden layer, hidden layer nodes, learning 

rate, batch_size, optimizer) ; 

Set number of iterations, NumOfIter=500; 

Set number of Hedin layers, NumOfHlyr=2; 

FirstHlyr_nodes= 200; 

SoundHlyr_nodes = 200; 

learning rate =0. 01; 

batch_size =128; 

optimizer = RMsprop ; 

x: input data; 

t= output data 

maxIT: max itration; 

Implementation 

maxIT=1; 

     while  (maxIT < = NumOfIter) do 

     Calculate LSTM output:              ) ; base eq. (2. 15) 

     Dropout layer probability  (0. 2%) ; 

     Applied Relu activation function on the output:                      
      fully-connected layer according to:   

 =     
   l; 

     Calculate the loss function: Loss = 
 

  
 ∑        

  
 ;  base eq. (3. 7) 

     maxIT++; 

   End while 
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Table 3. 1: Standard deviation of variables 

 

 

        

 

Variables ( Earthquake Characteristics) 

 

Time 

 

Latitude 

 

Longitude 

 

Magnitude 

 

Depth 

standard deviation of  

Sulaymaniyah Dataset 

 

4320 

 

0.245 

 

0.311 

 

0.3 

 

3.5 

standard deviation of  

Maysan Dataset 

 

6850 

 

0.260 

 

0.492 

 

0.3 

 

4.15 

standard deviation of 

Wasit Dataset 

 

7473 

 

0.277 

 

0.326 

 

0.3 

 

4.6 

 

  

 Where the correct prediction can be calculated by the difference between the 

actual values and predicted values smaller than the standard deviation of the 

variable.  

Correct prediction=|                            |                                  

 The accuracy of Time and Magnitude is measured as: 

 

Acc. =
             

                   
                                   

 

Where: 

 DtMg represents  the number of forecasts that were right both in terms of 

timing and magnitude.  

 Dt represents the number of forecasts that were right in terms of time but 

wrong in terms of magnitude.  

 Mg represents the number of forecasts that were incorrect in terms of time 

but correct in terms of magnitude only.  

 I is the number of times a prediction has been wrong in terms of 

magnitude and time.  

 

 Accuracy of Time, Magnitude, Location is measured as: 

Acc. =
         

 
                                       

                     

Where  
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                           .  

                                

                                  

                                 

  = All variables are incorrect.  

Accuracy of Time, Magnitude, Location, Depth is measured as: 

 

Acc. =
            

 
                                  

 

                       

 

Where  

                                  

                              

                                

                                   

                                 

                                  

  = All variables are incorrect.  

 

The mean squared error  (MSE)  

  

MSE  
 

  
 ∑        

  
                                 

Where     represents the predicted value, t is the actual value, and N is the number 

of testing samples.  
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CHAPTER FOUR 

 

4. 1 Introduction  

 This chapter presents the proposed system's implementation and 

evaluation of an earthquake prediction based on historical data. Earthquakes are 

natural calamities generated by a movement of the earth's tectonic plates as a 

consequence of its  release of internal energy, more powerful earthquake might 

lead to huge loss of life and major infrastructure damage. the earthquake can be 

expected, the damage may be minimized, full earthquake the forecast procedure 

must contain three of earthquake information: the location, magnitude and the 

time of its event. Artificial intelligence techniques have been used in different 

aspects such as financial forecasting, water resources engineering, image 

processing, because have the ability to uncover patterns of hidden and nonlinear 

relationships in data, in this thesis use techniques of AI in earthquake prediction. 

prediction performance of the proposed system (earthquake prediction system) is 

evaluated by testing it with testing data applied on two variables, four variables, 

five variables, for three regions by using a variety of metrics such as Accuracy 

and MSE.  

Software and tools; this work was implemented using a PC have Microsoft 

Windows 10 (Ultimate 64-bit), with a processor an Intel Core i5  processor, 1. 

90GHz 2.50 GHz with 8GB of RAM. MATLAB  (R2020b) was utilized to 

implement the system, it is efficient, fast enough, and takes a short time to 

implement the proposed algorithms.  

 

 

 

 

 

 

 

 

 

 



Result and Discussion                                                                 Chapter Four 

 

 44    
 

4. 2 Earthquake prediction using SVR 

Earthquake datasets of three regions of Iraq were selected for training and testing 

the proposed system of earthquake prediction 

1-The first region is Sulaymaniyah. The city of Sulaymaniyah is located 

between latitudes  (34-36) degrees and longitude  (45-46) degrees of the globe and 

occur in them several earthquakes of different strength, between weak and 

medium ones. The recorded earthquakes range in strength from  (2. 5 to 5. 5) and 

their depth reaches  (18. 3) km. Events from 2010 to 2020. 

 

 Predicting the earthquake's time and magnitude: 

To predict the earthquake's time and magnitude. the number of recorded 

earthquake events, the number of events  (942) selected for training, and the 

number of events  (403) selected for testing. Table (4. 1) shows the result of 

predicting the earthquake's time and magnitude for the Sulaymaniyah region 

where the DtMg represents the event where the prediction of time and magnitude 

is True and it was 118sample. Dt represents the event where the predict of time 

only is True and it was 63 sample. Mg represents the event where the predict of 

magnitude only is True and it was 101 sample. I represent the event where the 

predicting the earthquake's time and magnitude are wrong and was 121 sample 

and the accuracy is 69%. 

 

 Predicting the earthquake's time, magnitude, and location: 

Table  (4. 2) shows the result of predicting earthquake's time, magnitude, and 

location for the Sulaymaniyah region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 36 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 45 samples. S3 represents the event in which the 

prediction of three from the characteristics was true and it was 155 samples. S4 

represents the event where the prediction of all of the earthquake characteristics 

are true and it was 135 samples. I represent the event in which the prediction of 

all the earthquake characteristics are false and it was 32 samples and the accuracy 

is 71%. 
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 Predicting the earthquake's time, magnitude, location and depth: 

Table  (4. 3) shows the result of predicting earthquake's time, magnitude, location, 

and depth for the Sulaymaniyah region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 44 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 47 samples. S3 represents the event in which the 

prediction of three from the characteristics was true and it was 118 samples. S4 

represents the event where the prediction of all of the earthquake characteristics 

are true and it was 82 samples. S5 represents the event where the prediction of all 

of the earthquake characteristics are true and it was 92 samples. I represent the 

event in which prediction of all the earthquake characteristics are false and it was 

20 samples and the accuracy is 72%. 

 

Table 4. 1: Describe dataset  of predict the earthquake's time and magnitude in 

Sulaymaniyah using SVR. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items values 

No. of all instances 1345 

No. of training set 942 

No. of testing set 403 

No. of DtMg 118 

No. of Dt 63 

No. of Mg 101 

No. I 121 

Accuracy  0.69 
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Table 4. 2: Describe  dataset of predict the earthquake's time,  magnitude and 

location  in Sulaymaniyah using SVR. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4. 3: Describe  dataset of predict the earthquake's time, magnitude, location 

and depth in Sulaymaniyah using SVR.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items Values 

No. of all instances 1345 

No. of training set  942 

No. of testing set 403 

No. of one variable correct S1 36 

No. of Two variable correct S2 45 

No. of three variables correct S3 155 

No. of four variables correct S4 135 

No. of all variable incorrect I 32 

Accuracy  0. 71 

Items Values 

No. of all instances 1345 

No. of training set 942 

No. of testing set 403 

No. of one variable correct S1 44 

No. of Two variables correct S2 47 

No. of three variables correct S3 118 

No. of four variables correct S4 82 

No. of five variables correct S5 92 

No. of all variables incorrect I 20 

Accuracy   0. 72 
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2- The second region is Maysan, The city of Maysan is located between latitude  

(31-32) degrees and longitude  (46-47) degrees of the globe and occur in them 

several earthquakes of different strength, between weak and medium ones. The 

recorded earthquakes range in magnitude from  (2. 5 to 6), and their depth 

reaches  (17. 5) km.  Events from 2010 to 2020.  

 Predicting the earthquake's time and magnitude:  

To predict the earthquake's time and magnitude, the number of recorded 

earthquake events, number of events  (882) selected for training, and number of 

events  (376) selected for testing. Table  (4. 4) shows the result of predicting 

earthquake's time and magnitude for the Maysan region where the  DtMg 

represents the event where the prediction of time and magnitude is True and it was 

132 sample. Dt represents the event where the predict of time only is True and it 

was 45 sample. Mg represents the event where the predict of magnitude only is 

True and it was 88 samples. I represent the event where the predicting the 

earthquake's time and magnitude are wrong and was 111 sample and the accuracy 

is 70%. 

 Predicting the earthquake's time, magnitude, and location: 

 Table  (4. 5) shows the result of predicting earthquake's time, magnitude and 

location for the Maysan region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 16 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 62 samples. S3 represents the event in which the 

prediction of three from the characteristics was true and it was 158 samples. S4 

represents the event where the prediction of all of the earthquake characteristics 

are true and it was 114 samples. I represent the event in which the prediction of 

all the earthquake characteristics are false and it was 26 sample and the accuracy 

is 72%. 
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 Predicting the earthquake's time, magnitude, location and depth  

Table (4. 6) shows the result of predicting earthquake's time, magnitude, location, 

and depth for the Maysan region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 21 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 23 samples. S3 represents the event in which the 

prediction of three from the characteristics was true and it was 93 samples. S4 

represents the event where the prediction of all of the earthquake characteristics 

are true and it was 120 samples. S5 represents the event where the prediction of 

all of the earthquake characteristics are true and it was 101 samples. I represent 

the event in which prediction of all the earthquake characteristics are false and it 

was 18 samples and the accuracy is 73%. 

 

 

Table 4. 4: Describe  dataset of predict the earthquake's time and magnitude in  

Maysan using SVR.  

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items Values 

No. of all instances 1258 

No. of training set  882 

No. of testing set 376 

No. of DtMg 132 

No. of Dt 88 

No. of Mg 45 

No. I 111 

Accuracy  0. 70 
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Table 4. 5: Describe  dataset of predict the earthquake's time, magnitude and  

location in Maysan using SVR.  

 

 

 

 

 

 

 

 

 

 

 

         

 

Table 4. 6: Describe  dataset of predict the earthquake's time, magnitude, location 

and depth in Maysan using SVR.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items values 

No. of all instances 1258 

No. of training set  882 

No. of testing set 376 

No. of one variable correct S1 16 

No. of Two variables correct S2 62 

No. of three variables correct S3 114 

No. of four variables correct S4 158 

No. of all variables incorrect I 26 

Accuracy  0. 72 

Items values 

No. of all instances 1258 

No. of training set  882 

No. of testing set 376 

No. of one variable correct S1 21 

No. of Two variables correct S2 23 

No. of three variables correct S3 93 

No. of four variables correct S4 120 

No. of five variables correct S5 101 

No. of all variables incorrect I 18 

Accuracy  0. 73 
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3 -The third region is Wasit. Wasit city located between latitude  (32 -33) 

degrees and longitude  (45-46) degrees of the globe and occur in them several 

earthquakes of different strength, between weak and medium ones. The recorded 

earthquakes range in strength from  (2.5 to 5.5) and their depth reaches  (18) km.  

Events from 2010 to 2020.  

 

 Predicting the earthquake's time and magnitude:  

To predict the earthquake's time and magnitude. the number of recorded 

earthquake events, the number of events  (620) selected for training and the 

number of events  (265) selected for testing. Table (4. 7) shows the result of 

predicting earthquake's time and magnitude for the Wasit region where the  DtMg 

represents the event where the prediction of time and magnitude is True and it was 

78 samples. Dt represents the event where the prediction of time only is true and it 

was 39 samples. Mg represents the event where the prediction of magnitude only 

is true and it was 45 samples. I represent the event where the predicting the 

earthquake's time and magnitude are wrong and was 103 sample and the accuracy 

is 61%.  

 Predicting the earthquake's time, magnitude and location:  

Table (4. 8) shows the result of predicting the earthquake's time, magnitude and 

location for the Wasit region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 27 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 24 samples. S3 represents the event in which 

the prediction of three from the characteristics was true and it was 99 samples. 

S4 represents the event where the prediction of all of the earthquake 

characteristics are true and it was 78 samples. I represent the event in which 

prediction of all the earthquake characteristics are false and it was 37 samples 

and the accuracy is 63%. 
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 Predicting the earthquake's time, magnitude, location and depth: 

 Table (4. 9) shows the result of predicting earthquake's time, magnitude, location 

and depth for the Wasit region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 33 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 29 samples. S3 represents the event in which the 

prediction of three from the characteristics was true and it was 58 samples. S4 

represents the event where the prediction of all of the earthquake characteristics 

are true and it was 66 samples. S5 represents the event where the prediction of all 

of the earthquake characteristics are true and it was 51 samples. I represent the 

event in which prediction of all the earthquake characteristics are false and it was 

28 samples and the accuracy is 66%.  

 

Table 4. 7: Describe dataset of predict the earthquake's time and magnitude in 

Wasit using SVR. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items Values 

No. of all instances 885 

No. of training set  620 

No. of testing set 265 

No. of DtMg 78 

No. of Dt 39 

No. of Mg 45 

No. I 103 

Accuracy  0. 61 
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Table 4. 8: Describe dataset of predict the earthquake's time, magnitude and 

location in Wasit using SVR. 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

Table 4. 9: Describe dataset of predict the earthquake's time,  magnitude, location 

and depth in Wasit  using SVR. 

 

              

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items values 

No. of all instances 885 

No. of training set  620 

No. of testing set 265 

No. of one variable correct S1 27 

No. of Two variables correct S2 24 

No. of three variables correct S3 99 

No. of four variables correct S4 78 

No. of all variables incorrect I 37 

Accuracy  0. 63 

Items values 

No. of all instances 885 

No. of training set  620 

No. of testing set 265 

No. of one variable correct S1 33 

No. of Two variables correct S2 29 

No. of three variables correct S3 58 

No. of four variables correct S4 66 

No. of five variables correct S5 51 

No. of all variables incorrect I 28 

Accuracy  0. 66 
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4. 3 Earthquake prediction using FFNN 

 

1- AL Sulaymaniyah Region 

 Predicting the earthquake's time and magnitude: 

To predict the earthquake's time and magnitude. the number of recorded 

earthquake events, the number of events  (942) selected for training, and the 

number of events  (403) selected for testing. Table (4. 10) shows the result of 

predicting the earthquake's time and magnitude for the Sulaymaniyah region 

where the DtMg represents the event where the prediction of time and magnitude 

is True and it was 200 sample. Dt represents the event where the predict of time 

only is True and it was 63 sample. Mg represents the event where the predict of 

magnitude only is True and it was 47 sample. I represent the event where the 

predicting the earthquake's time and magnitude are wrong and was 93 sample and 

the accuracy is76%. 

 

 Predicting the earthquake's time, magnitude, and location: 

Table  (4. 11) shows the result of predicting earthquake's time, magnitude, and 

location for the Sulaymaniyah region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 26 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 50 samples. S3 represents the event in which the 

prediction of three from the characteristics was true and it was 195 samples. S4 

represents the event where the prediction of all of the earthquake characteristics 

are true and it was 120 samples. I represent the event in which the prediction of 

all the earthquake characteristics are false and it was12 samples and the accuracy 

is 78%. 
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 Predicting the earthquake's time, magnitude, location and depth: 

Table  (4. 12) shows the result of predicting earthquake's time, magnitude, 

location, and depth for the Sulaymaniyah region where S1 represents the event in 

which the prediction of one of the earthquake characteristics is true and it was 23 

samples. S2 represents the event in which the prediction of two from the 

characteristics of the earthquake is true and it was 43 samples. S3 represents the 

event in which the prediction of three from the characteristics was true and it was 

112 samples. S4 represents the event where the prediction of all of the earthquake 

characteristics are true and it was 127 samples. S5 represents the event where the 

prediction of all of the earthquake characteristics are true and it was 91 samples. I 

represent the event in which prediction of all the earthquake characteristics are 

false and it was 7 samples and the accuracy is 81%. 

 

 

Table 4. 10: Describe  dataset of  predict the earthquake's time and magnitude in 

Sulaymaniyah using FFNN. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items values 

No. of all instances 1345 

No. of training set 942 

No. of testing set 403 

No. of DtMg 200 

No. of Dt 63 

No. of Mg 47 

No. I 93 

Accuracy  0.76 
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Table 4. 11: Describe  dataset of predict the earthquake's time,  magnitude and 

location  in Sulaymaniyah using FFNN. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4. 12: Describe dataset of predict the earthquake's time, magnitude, location 

and depth in Sulaymaniyah using FFNN.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items Values 

No. of all instances 1345 

No. of training set  942 

No. of testing set 403 

No. of one variable correct S1 26 

No. of Two variable correct S2 50 

No. of three variables correct S3 195 

No. of four variables correct S4 120 

No. of all variable incorrect I 12 

Accuracy  0. 78 

Items Values 

No. of all instances 1345 

No. of training set 942 

No. of testing set 403 

No. of one variable correct S1 28 

No. of Two variables correct S2 43 

No. of three variables correct S3 112 

No. of four variables correct S4 127 

No. of five variables correct S5 91 

No. of all variables incorrect I 7 

Accuracy   0. 81 
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Figure  (4:1)  shows the actual values and predicted values of earthquake 

characteristics.  

 
       (a) time, magnitude                                                 (b) time, magnitude, location 

 
 

 (c) time, magnitude location, depth 

Figure 4:1 Prediction of earthquake characteristics for Sulaymaniyah  

using FFNN.  

 

 Figure (4:1)  shows the prediction of earthquake characteristics, where 4:1 (a) 

represents the expected and real values of the time and earthquake magnitude 

variables for the test data of the Sulaymaniyah region. Where the black color 

represents the real values, the red color represents the expected values, the x-axis 

represents the number of test samples, and the y- axis represents the values of the 

two variables.  (b) represents the expected and real values of the time, magnitude, 

and earthquake location variables for the test data Sulaymaniyah  region. Where 

the black color represents the real values of the variable, the red color represents 

the expected values of the variable, the x-axis represents the number of test 

samples for the variables, and the y-axis represents the values of the variables.  (c) 

represents the expected and real values of the time, magnitude, depth, and 

earthquake location variables for the test data Sulaymaniyah  region. Where the 

black color represents the real values of the variable, the red color represents the 

expected values of the variable, the x-axis represents the number of test samples 

for the variables, and the y- axis represents the values of the variables.  
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The actual values and predicted values of earthquake characteristics,  (time, 

magnitude, location, depth) for the Sulaymaniyah region testing dataset as shown 

in table  (4. 13),these columns represent some samples of the test data some 

expectations are completely identical to the real values and some expectations 

came with a slight difference from the real values.  

  

   Table 4. 13: Prediction of earthquake characteristics of Sulaymaniyah using 

FFNN 

Time Actual Time Predict Magnitude 

Actual 

Magnitude 

Predict 

17822 17744 2. 9 3 

30129 30129 3. 2 3. 2 

47162 46832 2. 8 2. 8 

74064 74062 4. 2 3. 9 

63291 63316 3 3 

Location Latitude Location Longitude Depth  

Actual 

Depth 

predict Actual predict Actual Predict 

34. 595 34. 594 45. 788 45. 792 10 9. 8 

34. 634 34. 632 45. 688 45. 693 11. 5 11. 4 

34. 651 34. 649 45. 533 45. 533 12 12 

34. 511 34. 514 45. 669 45. 664 7. 5 7. 5 

34. 130 34. 130 45. 240 45. 240 13 13. 2 
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2- Maysan Region 

 

 Predicting the earthquake's time and magnitude:  

To predict the earthquake's time and magnitude, the number of recorded 

earthquake events, number of events  (882) selected for training, and number of 

events  (376) selected for testing. Table  (4. 14) shows the result of predicting 

earthquake's time and magnitude for the Maysan region where the  DtMg 

represents the event where the prediction of time and magnitude is True and it was 

175 sample. Dt represents the event where the predict of time only is True and it 

was 101 sample. Mg represents the event where the predict of magnitude only is 

True and it was 74 samples. I represent the event where the predicting the 

earthquake's time and magnitude are wrong and was 77 sample and the accuracy 

is 79%. 

 

 Predicting the earthquake's time, magnitude, and location: 

 Table  (4. 15) shows the result of predicting earthquake's time, magnitude and 

location for the Maysan region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 24 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 34 samples. S3 represents the event in which the 

prediction of three from the characteristics was true and it was 180 samples. S4 

represents the event where the prediction of all of the earthquake characteristics 

are true and it was 127 samples. I represent the event in which the prediction of 

all the earthquake characteristics are false and it was 11 sample and the accuracy 

is 81%. 
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 Predicting the earthquake's time, magnitude, location and depth  

Table (4. 16) shows the result of predicting earthquake's time, magnitude, 

location, and depth for the Maysan region where S1 represents the event in which 

the prediction of one of the earthquake characteristics is true and it was 25 

samples. S2 represents the event in which the prediction of two from the 

characteristics of the earthquake is true and it was 33 samples. S3 represents the 

event in which the prediction of three from the characteristics was true and it was 

113 samples. S4 represents the event where the prediction of all of the earthquake 

characteristics are true and it was 120 samples. S5 represents the event where the 

prediction of all of the earthquake characteristics are true and it was 82 samples. I 

represent the event in which prediction of all the earthquake characteristics are 

false and it was 3 samples and the accuracy is 83%. 

 

Table 4. 14: Describe  dataset of predict the earthquake's time and magnitude in  

Maysan using FFNN.  

 

 

 

 

     

. 
 

 

 

 

 

 

 

 

 

 

 

 

Items Values 

No. of all instances 1258 

No. of training set  882 

No. of testing set 376 

No. of DtMg 175 

No. of Dt 101 

No. of Mg 74 

No. I 77 

Accuracy  0. 79 
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Table 4. 15: Describe  dataset of predict the earthquake's time, magnitude and 

location  in Maysan using FFNN.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4. 16: Describe dataset of predict the earthquake's time, magnitude, location 

and depth in Maysan using FFNN.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items values 

No. of all instances 1258 

No. of training set  882 

No. of testing set 376 

No. of one variable correct S1 27 

No. of Two variables correct S2 34 

No. of three variables correct S3 180 

No. of four variables correct S4 127 

No. of all variables incorrect I 11 

Accuracy  0. 81 

Items values 

No. of all instances 1258 

No. of training set  882 

No. of testing set 376 

No. of one variable correct S1 25 

No. of Two variables correct S2 33 

No. of three variables correct S3 113 

No. of four variables correct S4 120 

No. of five variables correct S5 82 

No. of all variables incorrect I 3 

Accuracy  0. 83 
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Figure  (4:2) shows the actual values and predicted values of earthquake 

characteristics 

 

 

 

              (a) time, magnitude                                  (b) time, magnitude, location 

 

 (c) time, magnitude location, depth 

Figure 4:2 Prediction of the earthquake characteristics of Maysan using FFNN 

 

Figure  (4:2) shows the prediction of earthquake characteristics, where 4:2 (a) 

represents the expected and real values of the time and earthquake magnitude 

variables for the test data of the Maysan region. Where the black color represents 

the real values, the red color represents the expected values, the x-axis represents 

the number of test samples, and the y- axis represents the values of the two 

variables.  (b) represents the expected and real values of the time, magnitude, and 

earthquake location variables for the test data Maysan region. Where the black 

color represents the real values of the variable, the red color represents the 

expected values of the variable, the x-axis represents the number of test samples 

for the variables, and the y-axis represents the values of the variables.  (c) 

represents the expected and real values of the time, magnitude, depth, and 

earthquake location variables for the test data Maysan region. Where the black 

color represents the real values of the variable, the red color represents the 

expected values of the variable, the x-axis represents the number of test samples 

for the variables, and the y- axis represents the values of the variables.  
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The actual values and predicted values of earthquake characteristics,  (time, 

magnitude, location, depth) for the Maysan region testing dataset as shown in 

table  (4. 17),these columns represent some samples of the test data some 

expectations are completely identical to the real values and some expectations 

come with a slight difference from the real values 

Table 4. 17: Prediction of the earthquake characteristics of Maysan using FFNN.  

Time Actual Time Predict Magnitude 

Actual 

Magnitude 

Predict 

18921 18889 3 3 

19240 19242 3. 1 3. 3 

58273 57943 3. 2 3. 2 

74064 69125 4 3. 9 

6368 6368 3. 6 3. 6 

Location latitude Location Longitude Depth  

Actual 

Depth 

predict Actual predict Actual predict 

32. 595 32. 590 46. 788 46. 792 10 10. 3 

32. 634 32. 629 46. 791 46. 797 3. 2 3. 2 

32. 651 32. 648 46. 331 46. 331 10 10 

32. 610 32. 610 47. 589 47. 576 3 2. 9 

32. 732 32. 738 47. 110 47. 110 5 4. 8 

 

3-Wasit Region 

 Predicting the earthquake's time and magnitude:  

To predict the earthquake's time and magnitude. the number of recorded 

earthquake events, the number of events  (620) selected for training and the 

number of events  (265) selected for testing. Table (4. 18) shows the result of 

predicting earthquake's time and magnitude for the Wasit region where the  DtMg 

represents the event where the prediction of time and magnitude is True and it was 

122 samples. Dt represents the event where the prediction of time only is true and 

it was 27 samples. Mg represents the event where the prediction of magnitude 

only is true and it was 41 samples. I represent the event where the predicting the 
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earthquake's time and magnitude are wrong and was 75 sample and the accuracy 

is 71%.  

 

 Predicting the earthquake's time, magnitude and location:  

Table (4. 19) shows the result of predicting the earthquake's time, magnitude and 

location for the Wasit region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 21 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 32 samples. S3 represents the event in which 

the prediction of three from the characteristics was true and it was 81 samples. 

S4 represents the event where the prediction of all of the earthquake 

characteristics are true and it was 122 samples. I represent the event in which 

prediction of all the earthquake characteristics are false and it was 9 samples and 

the accuracy is 76%. 

 

 Predicting the earthquake's time, magnitude, location and depth: 

 Table (4. 20) shows the result of predicting earthquake's time, magnitude, 

location and depth for the Wasit region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 16 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 42 samples. S3 represents the event in which the 

prediction of three from the characteristics was true and it was 101 samples. S4 

represents the event where the prediction of all of the earthquake characteristics 

are true and it was 38 samples. S5 represents the event where the prediction of all 

of the earthquake characteristics are true and it was 66 samples. I represent the 

event in which prediction of all the earthquake characteristics are false and it was 

4 samples and the accuracy is 77%.  
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Table 4. 18: Describe  dataset of predict the earthquake's time and magnitude in 

Wasit using FFNN. 

 

 

 

 

 

 

 

 

 

 

 

Table 4. 19: Describe  dataset of predict the earthquake's time, magnitude, and 

location in Wasit using FFNN. 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

Items Values 

No. of all instances 885 

No. of training set  620 

No. of testing set 265 

No. of DtMg 122 

No. of Dt 27 

No. of Mg 41 

No. I 75 

Accuracy  0. 71 

Items values 

No. of all instances 885 

No. of training set  620 

No. of testing set 265 

No. of one variable correct S1 21 

No. of Two variables correct S2 32 

No. of three variables correct S3 81 

No. of four variables correct S4 122 

No. of all variables incorrect I 9 

Accuracy  0. 76 



Result and Discussion                                                                 Chapter Four 

 

 65    
 

   Table 4. 20: Describe dataset of predict the earthquake's  time, magnitude,  

location and depth in Wasit using FFNN. 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items values 

No. of all instances 885 

No. of training set  620 

No. of testing set 265 

No. of one variable correct S1 16 

No. of Two variables correct S2 42 

No. of three variables correct S3 101 

No. of four variables correct S4 38 

No. of five variables correct S5 66 

No. of all variables incorrect I 4 

Accuracy  0. 77 
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Figure (4:3) shows the actual values and predicted values of earthquake 

characteristics 

 

 

 

          (a) time, magnitude                                   (b) time, magnitude, location 

 

    (c) time, magnitude location, depth 

Figure 4:3 prediction of earthquake characteristics for Wasit using FFNN.  

 

Figure  (4:3) shows the prediction of earthquake characteristics, where 4:1 (a) 

represents the expected and real values of the time and earthquake magnitude 

variables for the test data of the Wasit region. Where the black color represents 

the real values, the red color represents the expected values, the x-axis represents 

the number of test samples and the y- axis represents the values of the two 

variables.  (b) represents the expected and real values of the time, magnitude and 

earthquake location variables for the test data Wasit region. Where the black color 

represents the real values of the variable, the red color represents the expected 

values of the variable, and the x-axis represents the number of test samples for the 

variables, and the y-axis represents the values of the variables.  (c) represents the 

expected and real values of the time, magnitude, depth and earthquake location 

variables for the test data Wasit region. Where the black color represents the real 

values of the variable, the red color represents the expected values of the variable, 

and the x-axis represents the number of test samples for the variables, and the y- 

axis represents the values of the variables 
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The actual values and predicted values of earthquake characteristics,  (time,   

magnitude, location and depth) for the Wasit region testing dataset as shown in 

table  (4:21),these columns represent some samples of the test data some 

expectations are completely identical to the real values and some expectations 

come with a slight difference from the real values. 

   Table 4. 21: Prediction of the earthquake characteristics of Wasit using FFNN. 

 Time Actual  Time Predict Magnitude 

Actual 

Magnitude 

Predict 

10609 11318 2. 8 2. 9 

11322 11322 3. 5 3. 5 

15628 16432 2. 8 3 

13125 13125 3. 1 3. 1 

8461 8451 4 3. 8 

Location latitude Location Longitude Depth  

Actual 

Depth 

predict Actual predict Actual predict 

33. 688   33. 688 45. 340 45. 338 7 7. 2 

33. 651 33. 694 45. 330 45. 348 11. 5 11. 5 

33. 200 33. 200 45. 410 45. 410 9 8. 8 

33. 699 33. 702 46. 005 46. 012 10 10 

33. 220 33. 220 46. 180 46. 180 13. 7 13. 6 

 

The accuracy for each region to predict earthquake characteristics for the two 

variables  (time and magnitude), four variables  (time, magnitude, longitude and 

latitude) and five variables  (time, magnitude, longitude, latitude and depth) as 

shown in table (4. 22). 
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Table 4. 22: Accuracy of earthquake prediction using FFNN. 
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26 

 

71% 

 

74% 
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82% 
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73% 

 

74% 

 

17 

 

31 
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68% 
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20 

 

31 

 

73% 

 

75% 

 

81% 

 

76% 

 

77% 

 

82% 

 

67% 

 

75% 

 

76% 

 

20 

 

35 

 

76% 

 

78% 

 

81% 

 

79% 

 

81% 

 

83% 

 

71% 

 

76% 

 

77% 

 

Table  (4. 22)  shows the results using FFNN to predict the magnitude, time, 

location and depth using the gradient descent training algorithm, two hidden 

layers where a different number of neurons are tested in each layer, in the first 

layer  (13, 17, 20)  and the second layer  ( 26, 31, 35) and achieved a good result 

in use  (20 neurons in first hidden layer and 35 in second hidden layer).  Where 

the increase in accuracy of the prediction by increase in the number of earthquake 

characteristics due to the interdependence and relationship of variables, where the 

magnitude of the earthquake is related to the location and depth because of the 

terrain of the region. The prediction of time, location, magnitude and depth 

achieved higher accuracy than prediction of time and magnitude and higher than 

prediction of time, magnitude and location. 
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4.4  Earthquake prediction using LSTM 

1- AL Sulaymaniyah Region 

 Predicting the earthquake's time and magnitude: 

To predict the earthquake's time and magnitude.  the number of recorded 

earthquake events, the number of events  (942) selected for training and the 

number of events  (403) selected for testing. Table  (4. 23) shows the result of 

predicting earthquake's time and magnitude for the Sulaymaniyah region where 

the DtMg represents the event where the prediction of time and magnitude is true 

and it was 220 sample. Dt represents the event where the prediction of time only 

is true and it was 50 samples. Mg represents the event where the prediction of 

magnitude only is true and it was 53 samples. I represent the event where the 

predicting the earthquake's time and magnitude are wrong and was 80 sample and 

the accuracy is 80%. 

 Predicting the earthquake's time, magnitude and location: 

Table  (4. 24) shows the result of predicting earthquake's time, magnitude and 

location for the Sulaymaniyah region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 30 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 35 samples. S3 represents the event in which the 

prediction of three from the characteristics was true and it was 198 samples. S4 

represents the event where the prediction of all of the earthquake characteristics 

are true and it was 136 samples. I represent the event in which the prediction of 

all the earthquake characteristics are false and it was 4 samples and the accuracy 

is 82%. 
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 predicting the earthquake's time, magnitude, location and depth: 

 Table  (4. 25) shows the result of predicting earthquake's time, magnitude, 

location and depth for the Sulaymaniyah region where S1 represents the event in 

which the prediction of one of the earthquake characteristics is true and it was 23 

samples. S2 represents the event in which the prediction of two from the 

characteristics of the earthquake is true and it was 30 samples. S3 represents the 

event in which the prediction of three from the characteristics was true and it was 

70 samples. S4 represents the event where the prediction of all of the earthquake 

characteristics are true and it was 162 samples. S5 represents the event where the 

prediction of all of the earthquake characteristics are true and it was 118 samples. 

I represent the event in which prediction of all the earthquake characteristics are 

false and it was 0 sample and the accuracy is 86%.  

 

Table 4. 23: Describe dataset of predicting the earthquake's time and magnitude 

in Sulaymaniyah using LSTM. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items Values 

No. of all instances 1345 

No. of training set  942 

No. of testing set 403 

No. of DtMg 220 

No. of Dt 50 

No. of Mg 53 

No. I 80 

Accuracy  0. 80 
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Table 4. 24: Describe dataset of predicting the earthquake's time, magnitude and 

location in Sulaymaniyah using LSTM.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4. 25: Describe  dataset of predicting the earthquake's time, magnitude, 

location and depth in Sulaymaniyah  using LSTM.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items values 

No. of all instances 1345 

No. of training set  942 

No. of testing set 403 

No. of one variable correct S1 30 

No. of Two variables correct S2 35 

No. of three variables correct S3 198 

No. of four variables correct S4 136 

No. of all variables incorrect I 4 

Accuracy   0. 82 

Items Values 

No. of all instances 1345 

No. of training set  942 

No. of testing set 403 

No. of one variable correct S1 23 

No. of Two variables correct S2 30 

No. of three variables correct S3 70 

No. of four variables correct S4 162 

No. of five variables correct S5 118 

No. of all variables incorrect I 0 

Accuracy  0. 86 
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 Figure  (4:4) shows the actual values and predicted values of earthquake 

characteristics 

                       

 

 (a) time, magnitude,                        (b) time, magnitude, location 

 

 (c) time, magnitude, location, depth 

Figure 4:4 Prediction of earthquake characteristics of Sulaymaniyah  using 

LSTM.  

 Figure  (4:4) shows the prediction of earthquake characteristics, where 4:1 (a) 

represents the expected and real values of the time and earthquake magnitude 

variables for the test data of the Sulaymaniyah region. Where the black color 

represents the real values, the red color represents the expected values, the x-axis 

represents the number of test samples and the y- axis represents the values of the 

two variables.  (b) represents the expected and real values of the time, magnitude 

and earthquake location variables for the test data in the Sulaymaniyah region. 

Where the black color represents the real values of the variable, the red color 

represents the expected values of the variable, and the x-axis represents the 

number of test samples for the variables, and the y-axis represents the values of 

the variables.  (c) represents the expected and real values of the time, magnitude, 

depth and earthquake location variables for the test data Sulaymaniyah region. 

Where the black color represents the real values of the variable, the red color 

represents the expected values of the variable, and the x-axis represents the 
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number of test samples for the variables, and the y- axis represents the values of 

the variables.  

The actual and predicted values of earthquake characteristics, (time, magnitude, 

location and depth) for the Sulaymaniyah region testing dataset as shown in table  

(4:26), these columns represent some samples of the test data some expectations 

are completely identical to the real values and some expectations come with a 

slight difference from the real values.   

 

Table 4. 26: Prediction of earthquake characteristics of the Sulaymaniyah using 

LSTM 

Time Actual Time Predict Magnitude 

Actual 

Magnitude 

Predict 

30472 30328 2. 9 2. 9 

52142 51835 3 3. 1 

15876 15876 2. 8 2. 9 

11088 11088 2. 8 2. 8 

62985 63021 3. 1 3. 1 

Location latitude Location Longitude Depth  

Actual 

Depth 

predict Actual predict Actual predict 

34. 438 34. 441 45. 538 45. 540 10 10 

34. 598 34. 601 45. 114 45. 118 12 11. 10 

34. 346 34. 350 45. 524 45. 524 9 9 

34. 411 34. 411 45. 581 45. 581 11 11 

34. 602 34. 602 45. 731 45. 733 17 16. 6 
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2- Maysan Region 

 

 predicting the earthquake's time and magnitude: 

To predict the earthquake's time and magnitude, the number of recorded 

earthquake events, the number of events  (882) selected for training and the 

number of events  (376) selected for testing. Table  (4. 27) shows the result of 

predicting earthquake's time and magnitude for the Maysan region where the  

DtMg represents the event where the prediction of time and magnitude is true and 

it was 244 samples. Dt represents the event where the prediction of time only is 

true and it was 43 samples. Mg represents the event where the prediction of 

magnitude only is true and it was 38 samples. I represent the event where the 

predicting the earthquake's time and magnitude are wrong and was 51 sample and 

the accuracy is 87%.  

 

 Predicting the earthquake's time, magnitude and location: 

Table  (4. 28) shows the result of predicting the earthquake's time, magnitude and 

location for the Maysan region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 21 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 22 samples. S3 represents the event in which the 

prediction of three from the characteristics was true and it was 189 samples. S4 

represents the event where the prediction of all of the earthquake characteristics 

are true and it was 139 samples. I represent the event in which prediction of all 

the earthquake characteristics are false and it was 5 samples and the accuracy is 

88%. 
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 Predicting the earthquake's time, magnitude, location and depth: 

Table  (4. 29) shows the result of predicting earthquake's time, magnitude, 

location and depth for the Maysan region where S1 represents the event in which 

the prediction of one of the earthquake characteristics is true and it was 12 

samples. S2 represents the event in which the prediction of two from the 

characteristics of the earthquake is true and it was 20 samples. S3 represents the 

event in which the prediction of three from the characteristics was true and it was 

110 samples. S4 represents the event where the prediction of all of the earthquake 

characteristics are true and it was 125 samples. S5 represents the event where the 

prediction of all of the earthquake characteristics are true and it was 109 samples. 

I represent the event in which the prediction of all the earthquake characteristics 

are false and it was 0 sample and the accuracy is 91%.  

 

 

Table 4. 27: Describe dataset of predicting the earthquake's time and magnitude 

in Maysan using LSTM.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items values 

No. of all instances 1258 

No. of training set  882 

No. of testing set 376 

No. of DtMg 244 

No. of Dt 43 

No. of Mg 38 

No. I 51 

Accuracy  0. 87 
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Table 4. 28: Describe  dataset of predicting the earthquake's time, magnitude and 

location in Maysan using LSTM. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4. 29: Describe  dataset of predicting the earthquake's time, magnitude, 

location and depth in Maysan using LSTM. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items values 

No. of all instances 1258 

No. of training set  882 

No. of testing set 376 

No. of one variable correct S1 21 

No. of Two variables correct S2  22  

No. of three variables correct S3 189 

No. of four variables correct S4 139 

No. of all variables incorrect I 5 

Accuracy  0. 88 

Items values 

No. of all instances 1258 

No. of training set  882 

No. of testing set 376 

No. of one variable correct S1 12 

No. of Two variables correct S2 20 

No. of three variables correct S3 110 

No. of four variables correct S4 125 

No. of five variables correct S5 109 

No. of all variables incorrect I 0 

Accuracy  0. 91 
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Figure  (4:5) shows the actual values and predicted values of earthquake 

characteristics 

 

           (a) time, magnitude                                         (b) time, magnitude, location 

 

 (c) time, magnitude location, depth 

Figure 4:5 Prediction of earthquake characteristics of Maysan  using LSTM.  

 

Figure  (4:5) shows the prediction of earthquake characteristics, where 4:1 (a) 

represents the expected and real values of the time and earthquake magnitude 

variables for the test data of the Maysan region. Where the black color represents 

the real values, the red color represents the expected values, the x-axis represents 

the number of test samples and the y- axis represents the values of the two 

variables.  (b) represents the expected and real values of the time, magnitude and 

earthquake location variables for the test data Maysan region. Where the black 

color represents the real values of the variable, the red color represents the 

expected values of the variable, and the x-axis represents the number of test 

samples for the variables, and the y-axis represents the values of the variables.  (c) 

represents the expected and real values of the time, magnitude, depth and 

earthquake location variables for the test data Maysan region. Where the black 

color represents the real values of the variable, the red color represents the 

expected values of the variable, and the x-axis represents the number of test 

samples for the variables, and the y- axis represents the values of the variables. 
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The actual values and predicted values of earthquake characteristics,  (time, 

magnitude, location, depth) for the Maysan region testing dataset as shown in 

table  (4. 30). ), these columns represent some samples of the test data some 

expectations are completely identical to the real values and some expectations 

come with a slight difference from the real values  

   Table 4. 30: Prediction of the earthquake characteristics of Maysan using 

LSTM 

Time Actual Time Predict Magnitude 

Actual 

Magnitude 

Predict 

17522 17554 3. 1 3 

39272 39272 3 3 

58273 57943 2. 9 2. 9 

17159 17203 4. 1 3. 9 

14654 14672 3. 5 3. 5 

Location latitude Location Longitude Depth  

Actual 

Depth 

predict Actual predict Actual predict 

32. 574 32. 573 46. 088 46. 093 10 10. 4 

32. 622 32. 625 46. 014 46. 014 9 9 

32. 573 32. 578 47. 091 46. 089 10 10 

32. 114 32. 114 47. 679 47. 678 3 3. 1 

32. 222 32. 222 47. 006 47. 006 6 6 

  

 

2- Wasit Region 

 

 Predicting the earthquake's time and magnitude: 

 To predict the earthquake's time and magnitude, the number of recorded 

earthquake events, the number of events  (620) selected for training and the 

number of events  (265) selected for testing. Table  (4. 31) shows the result of 

predicting the earthquake's time and magnitude for the Wasit region where the  

DtMg represents the event where the prediction of time and magnitude is true and 

it was 128 sample. Dt represents the event where the prediction of time only is 

true and it was 32 samples. Mg represents the event where the prediction of 

magnitude only is true and it was 43 samples. I represent the event where the 
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predicting the earthquake's time and magnitude are wrong and was 62 sample and 

the accuracy is 76%. 

 Predicting the earthquake's time, magnitude and location:  

Table (4. 32) shows the result of predicting the earthquake's time, magnitude and 

location for the Wasit region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 18 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 32 samples. S3 represents the event in which the 

prediction of three from the characteristics was true and it was 133 samples. S4 

represents the event where the prediction of all of the earthquake characteristics 

are true and it was 77 samples. I represent the event in which prediction of all the 

earthquake characteristics are false and it was 5 samples and the accuracy is 79%.  

 

 Predicting the earthquake's time, magnitude, location and depth: 

Table (4. 33) shows the result of predicting the earthquake's time, magnitude, 

location and depth for the Wasit region where S1 represents the event in which the 

prediction of one of the earthquake characteristics is true and it was 13 samples. 

S2 represents the event in which the prediction of two from the characteristics of 

the earthquake is true and it was 27 samples. S3 represents the event in which the 

prediction of three from the characteristics was true and it was 72 samples. S4 

represents the event where the prediction of all of the earthquake characteristics 

are true and it was 65 samples. S5 represents the event where the prediction of all 

of the earthquake characteristics are true and it was 88 samples. I represent the 

event in which prediction of all the earthquake characteristics are false and it was 

0 sample and the accuracy is 84%. Figure  (4:6) shows the actual and predicted 

values of earthquake characteristics 
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Table 4. 31: Describe  dataset of predicting the earthquake's time and magnitude  

in Wasit using LSTM  

 

 

 

.  

 

 

 

 

 

 

 

 

Table 4. 32: Describe dataset of predicting the earthquake's time, magnitude and 

location in Wasit using LSTM.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Items values 

No. of all instances 885 

No. of training set  620 

No. of testing set 265 

No. of DtMg 128 

No. of Dt 32 

No. of Mg 43 

No. I 62 

Accuracy  0. 76 

Items values 

No. of all instances 885 

No. of training set  620 

No. of testing set 265 

No. of one variable correct S1 18 

No. of Two variable correct S2 32 

No. of three variable correct S3 133 

No. of four variable correct S4 77 

No. of all variable incorrect I 5 

Accuracy  0. 79 
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Table 4. 33: Describe dataset of predict the earthquake's time, magnitude, location 

and depth in Wasit using LSTM.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  (4:6) shows the actual and predicted values of earthquake characteristics 

 

                          (a) time, magnitud                                        (b) time, magnitude, location 

 

 (c) time, magnitude location, depth 

 

      Figure 4:6 Prediction of earthquake characteristics of Wasit using LSTM.  

 

Items values 

No. of all instances 885 

No. of training set  620 

No. of testing set 265 

No. of one variable correct S1 13 

No. of Two variables correct S2 27 

No. of three variables correct S3 72 

No. of four variables correct S4 65 

No. of five variables correct S5 88 

No. of all variables incorrect I 0 

Accuracy  0. 84 
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Figure  (4:6) shows the prediction of earthquake characteristics, where 4:6 (a) 

represents the expected and real values of the time and earthquake magnitude 

variables for the test data of the Wasit region. Where the black color represents 

the real values, the red color represents the expected values, the x-axis represents 

the number of test samples and the y- axis represents the values of the two 

variables.  (b) represents the expected and real values of the time, magnitude and 

earthquake location variables for the test data Wasit region. Where the black color 

represents the real values of the variable, the red color represents the expected 

values of the variable, and the x-axis represents the number of test samples for the 

variables, and the y-axis represents the values of the variables.  (c) represents the 

expected and real values of the time, magnitude, depth and earthquake location 

variables for the test data Wasit region. Where the black color represents the real 

values of the variable, the red color represents the expected values of the variable, 

and the x-axis represents the number of test samples for the variables, and the y- 

axis represents the values of the variables.  

 

The actual values and predicted values of earthquake characteristics,  (time, 

magnitude, location and depth) for the Wasit region testing dataset as shown in 

table  (4:34), these columns represent some samples of the test data some 

expectations are completely identical to the real values and some expectations 

come with a slight difference from the real values.  
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Table 4. 34: Prediction of earthquake characteristics of Wasit using LSTM. 

 

The accuracy for each region to predict earthquake characteristics for the two 

variables  (time and magnitude), four variables  (time, magnitude, longitude and 

latitude) and five variables  (time, magnitude, longitude, latitude and depth) as 

shown in table  (4. 35).  

 

 

 

 

 

 

 

 

 

 

 

 

 

Time Actual Time Predict Magnitude 

Actual 

Magnitude 

Predict 

25249 24988 3 2. 9 

49281 49281 3. 5 3. 4 

13077 12860 2. 7 2. 7 

31924 32095 3 3 

14565 14565 2. 8 2. 8 

Location latitude Location Longitude Depth  

Actual 

Depth 

predict Actual Predict Actual predict 

33. 498 33. 499 45. 340 45. 348 10 10. 1 

33. 718 33. 718 45. 430 45. 430 11 10. 9 

33. 200 33. 200 45. 113 45. 113 10. 6 10. 7 

33. 210 33. 208 46. 204 46. 205 10. 5 10. 5 

33. 010 33. 22 46. 090 45. 086 10 10 
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Table 4. 35:Accuracy of earthquake prediction using LSTM. 

 

Table  (4. 35) shows the results using the LSTM to predict the magnitude, time, 

location and depth using the Rmsprop training algorithm and two hidden layers 

where a different number of hidden units are tried in each layer  (100, 150, 200 

units) and the probability of dropout  (0. 1, 0. 2, 0. 5) to get a balanced, more 

efficient and accurate network, it achieved a better result in  (200 hidden unit in 

each hidden layer and 0. 2 probability of dropout).  LSTMs algorithm achieved 

high accuracy because of the ability to capture non-linear relationships more 

efficiently.  
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m
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ro
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100 

 

0. 1 

 

74% 

 

79% 

 

82% 

 

82% 

 

84% 

 

86% 

 

72% 

 

76% 

 

80% 

 

2 

 

100 

 

0.2 

 

76% 

 

78% 

 

81% 

 

85% 

 

85% 

 

85% 

 

76% 

 

78% 

 

81% 

 

3 

 

100 

 

0.5 

 

75% 

 

77% 

 

85% 

 

83% 

 

87% 

 

89% 

 

74% 

 

75% 

 

83% 

 

4 

 

 150 

 

0.1 

 

78% 

 

80% 

 

84% 

 

81% 

 

84% 

 

88% 

 

77% 

 

79% 

 

87% 

 

5 

 

150 

 

0. 2 

 

77% 

 

81% 

 

83% 

 

85% 

 

86% 

 

90% 

 

75% 

 

78% 

 

84% 

 

6 

 

150 

 

0. 5 

 

76% 

 

78% 

 

79% 

 

80% 

 

83% 

 

85% 

 

74% 

 

75% 

 

79% 

 

7 

 

200 

 

0. 1 

 

79% 

 

80% 

 

85% 

 

83% 

 

85% 

 

87% 

 

75% 

 

77% 

 

82% 

 

8 

 

200 

 

0. 2 

 

80% 

 

82% 

 

86% 

 

87% 

 

88% 

 

91% 

 

76% 

 

79% 

 

84% 

 

9 

 

200 

 

0. 5 

 

78% 

 

82% 

 

84% 

 

84% 

 

85% 

 

86% 

 

72% 

 

76% 

 

81% 



Result and Discussion                                                                 Chapter Four 

 

 85    
 

Mean square error of the model's performance to predict earthquakes 

characteristics, using the algorithm of SVR, FFNN and LSTM. As shown in table  

(4. 36). The results show that the relationship of the variables decreases the MSE 

of the model as the greater the number of variables related to one event, be better 

depending on the magnitude and location of the earthquake. And that the LSTM 

algorithm can deal with sequential events greater. 

 Table 4. 36: MSE of earthquake prediction using  SVR,FFNN and LSTM. 

 

   Region 

 

Type of prediction 

 

MSE using 

SVR 

 

MSE using 

FFNN 

 

MSE using 

LSTM 

 

S
u
la

y
m

an
iy

ah
 

   

 

Time & magnitude 

 

0. 0866 

 

0. 0541 

 

0. 0382 

 

Time, magnitude & 

location  (latitude, 

longitude) 

 

0. 0853 

 

0. 0521 

 

0. 0364 

Time, magnitude, 

location  (latitude, 

longitude) & depth 

 

0. 0794 

 

0. 0375 

 

0. 0292 

 

M
ay

sa
n

 

    

 

Time & magnitude 

 

0. 0744 

 

0. 0493 

 

0. 0283 

Time, magnitude & 

location  (latitude, 

longitude) 

 

0. 0655 

 

0. 0372 

 

0. 0274 

Time, magnitude, 

location  (latitude, 

longitude) & depth 

 

0. 0622 

 

0. 0351 

 

0. 0223 

  

W
as

it
 

Time & magnitude  

0. 0914 

 

0. 0595 

 

0. 0543 

Time, magnitude & 

location (latitude, 

longitude) 

 

0. 0877 

 

0. 0532 

 

0. 0481 

Time, magnitude, 

location  (latitude, 

longitude) & depth 

 

0. 0811 

 

0. 0512 

 

0. 0342 
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4. 5 Discussion 

The result obtained from applying the algorithms to different data where 

LSTM algorithm achieves greater accuracy than  SVR and FFNN algorithm in 

predicting Time and Magnitude, where SVR achieved an accuracy of 69% and  

FFNN achieved an accuracy of 76% ,while LSTM  achieved an accuracy of 

80% using the data of the Sulaymaniyah region, SVR algorithm achieved an 

accuracy of 70% and FFNN achieved an accuracy of 79  while LSTM 

achieved an accuracy of 87% using Maysan data. In the Wasit region, SVR 

achieved an accuracy of 61% and FFNN achieved an accuracy of 71, while the 

accuracy of the LSTM was 76%. As shown in figure (4. 7).This is because 

SVR is not able to deal with large and complex data, while FFNN and LSTM 

is more efficient in dealing with complex and non-linear data. 

 

Figure 4. 7: Accuracy rate for predict Time and Magnitude 

 

 

Higher accuracy was achieved in the prediction of time, magnitude and 

location due to the interrelationship of seismic characteristics and low total 

error rate I where was equal to 12 using FFNN and equal to 4 by LSTM in 

Sulaymaniyah region where the accuracy 0.78% by FFNN and 82% by LSTM, 

while SVR  performance was is low , where I equal to 32 and the accuracy 

71%. In the Maysan region, the accuracy of FFNN was 81% and I equal to 11 

and  the LSTM algorithm achieved an accuracy of 88% and I equal to 4,while 
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SVR  performance was is low , where I equal to 26 and the accuracy 72%.In 

the Wasit region, the FFNN algorithm achieved an accuracy of 76% and I 

equal to 9, while the LSTM algorithm achieved an accuracy of 79% and I 

equal to 5, while SVR  performance was is low , where I equal to 37 and the 

accuracy 63%. As shown in figure (4. 8). 

 

 

 

Figure 4. 8: Accuracy rate for predicting Time, Magnitude and Location 

 

 

In predicting time, magnitude, location and depth, the LSTM and FFNN algorithm 

achieved higher accuracy than SVR, where the decrease in the number of events 

in which all the variables are incorrect  (I) to zero in Maysan, Wasit and 

Sulaymaniyah; very few number of event where all variable incorrect  (I) by using 

FFNN and An increase in the number of events in which all the variables are true. 

In the Sulaymaniyah region, the accuracy of the FFNN algorithm reached 81% 

and the accuracy of the LSTM algorithm was 86%, while SVR was 72%. In  

Maysan region, the accuracy using the FFNN algorithm reached 83% and it was 

91% using the LSTM algorithm, while SVR was 73%. As for the Wasit region, 

the accuracy of FFNN reached 77%, while the LSTM algorithm achieved an 

accuracy of 84%,while SVR was 66%. As shown in figure (4. 9). 
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Figure 4. 9: Accuracy rate for predicting Time, Magnitude, Location &Depth 

 

 

The accuracy of predicting the earthquake's time, magnitude, location and depth 

using FFNN and LSTM and the number of incorrect samples (predict of all 

variables was incorrect)  shows in table (4. 37).  
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Table 4. 37: Accuracy of earthquake prediction using SVR, FFNN and LSTM. 

 

Region 

 

Type of 

prediction 

 

Values 

of I 

with 

SVR 

 

Values 

of I with 

FFNN 

 

Values 

of I 

with 

LSTM 

 

Acc. 

using 

SVR 

 

Acc. 

using 

FFNN 

 

Acc. 

using 

LSTM 

 

 

 

Sulayma

niyah  

 

Time and 

magnitude 

 

121 

 

93 

 

80 

 

69% 

 

76% 

 

80% 

 

Time, 

magnitude, 

and location 

 

 

 

32 

 

 

12 

 

 

4 

 

 

71% 

 

 

78% 

 

 

82% 

 

Time, 

magnitude, 

location and 

depth 

 

 

 

20 

 

 

7 

 

 

0 

 

 

 

72% 

 

 

81% 

 

 

86% 

 

 

 

 

 

Maysan 

 

 

 

 

 

 

Time and 

magnitude 

 

111 

 

77 

 

51 

 

70% 

 

79% 

 

87% 

 

Time, 

magnitude 

and location 

 

 

26 

 

 

11 

 

 

4 

 

 

72% 

 

 

81% 

 

 

88% 

 

Time, 

magnitude, 

location and 

depth 

 

 

 

18 

 

 

3 

 

 

0 

 

 

73% 

 

 

83% 

 

 

91% 

 

 

 

 

Wasit 

 

Time and 

magnitude 

 

103 

 

75 

 

62 

 

61% 

 

71% 

 

 

76% 

 

Time, 

magnitude 

and  location 

 

 

 

37 

 

 

9 

 

 

5 

 

 

63% 

 

 

76% 

 

 

79% 

 

Time, 

magnitude, 

location  and 

depth 

 

 

 

28 

 

 

4 

 

 

0 

 

 

66% 

 

 

77 % 

 

 

84% 
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4. 6 Comparison with Literature 

There are many researches in the field of earthquake prediction using learning  

techniques and earthquake data sets according to the study area and earthquake 

characteristics selected. Table (4. 38) illustrates the comparison with the 

researches of earthquake prediction. 

Table 4. 38: Comparison with other literature. 

 

 

Ref Algorithms Type of prediction Accuracy 

Narayanakumar and 

Raja  [14].  

 

 

BPNN 

The magnitude of a 

moderate earthquake 

 

75% 

The magnitude of a small 

earthquake 

 

66.66% 

Zhou et al  [15].  ANN-SVR Magnitude 73.37% 

Saba S, Ahsan F, et al  

[18].  

FFNN Time & magnitude 78% 

BAT-ANN Time & magnitude 85.37% 

 

 

 

 

 

 

 

Proposed algorithm 

 

 

SVR 

Magnitude 67% 

Time & magnitude 70% 

Time, magnitude & location 72% 

Time, magnitude, location 

& depth 

 

    73% 

 

 

FFNN 

Magnitude 74% 

Time & magnitude 79% 

Time, magnitude & location 81% 

Time, magnitude, location  

depth 

83% 

 

 

LSTM 

Magnitude 83% 

Time & magnitude 87% 

Time, magnitude & location 88% 

Time, magnitude, location 

& depth 

91% 
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CHAPTER FIVE 

5.1 Introduction 

In this chapter, the conclusions of the results which are obtained from the  

Implementation the algorithms of machine learning can be represented, which 

shown the best system can be used for earthquake prediction. In addition, this 

chapter discusses  future work and ideas that might be applied for earthquake 

prediction. 

 

5. 2 Conclusion 

The  obtained results  by applying the machine learning algorithms(support vector 

regression), (feed forward neural network) and deep Learn  (long short term 

memory) algorithm for predicting the earthquake's  characteristics  and the 

conclusions are summarized below: 

 

1. LSTM model can be used as the best model for earthquake prediction, the 

results show superior performance for all metrics as compared with other 

models, which achieve accuracy  in predict time and magnitude of 87% 

using the dataset of Maysan region, in predict earthquake time, magnitude 

and location  achieved an accuracy of 88%, and in predict  time, magnitude, 

location, depth achieved accuracy of 91%. 

2.  LSTM is  optimized neural network that can handle issues of exploding and 

vanishing gradients.   

3. Data processing to reduce differences between data it is beneficial for 

enhancing the learning process.  

4.  The most essential component that determines the results of proposed 

algorithms is chosen proper  learning rate and training algorithm.  

5. The results show that the relationship of the variables increases the accuracy 

of the model, subsequently many of variables related to one event gives 

better accuracy.  
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5. 3 Future work 

In this thesis, certain learning technique is used for earthquakes prediction and 

obtained good results, there are many ideas that suggestions of the future works 

mentioned below:  

1. Use other algorithms of machine learning and deep learning techniques for 

earthquake prediction.  

2. Use different datasets to evaluate the proposed system.  

3. The search for factors related to earthquake prediction and their addition to 

the seismic dataset must continue.  
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 الخلاصت

ػٍ دشكح انصفائخ انركرٍَٕح  تسثة إطلاق انطالح انذاخهٍح  َاذجحانضلاصل ًْ كاسشح طثٍؼٍح 

ٔذذيش انٍٓاكم ٔانثٍُح انرذرٍح انضخًح يًا  ،ًٌكٍ أٌ ذسثة انضلاصل إصاتاخ خطٍشج ٔٔفٍاخ ،انٓائهح

ٌؤدي إنى خسائش الرصادٌح كثٍشج. ذُثؤاخ انضلاصل ذذمك سلايح انًجرًغ ٔذمهم يٍ دجى انذياس. نهرُثؤ 

يصم انرذهٍم الإدصائً  ،ذى الرشاح يجًٕػح يرُٕػح يٍ انرمٍُاخ ،ًّ ٔػًمّ ٔيٕلؼّتٕلد انضنضال ٔدج

فئَٓا  ،ٔتسثة انطاتغ انذٌُايٍكً انظاْشي نهضنضال انضنضانٍح ٔانشٌاضً ٔانرذمٍك فً الإشاساخ نهسلائف

نهثٍاَاخ اكرسثد لذسج انزكاء الاصطُاػً ػهى اكرشاف الأًَاط انخفٍح  .َرائج يًراصج ذسفش ػٍ ػادج لا 

فً انسُٕاخ الأخٍشج. ذى اسرخذايّ فً ػذج يجالاخ ٔدمك َرائج  كثٍشا ٔانؼلالح غٍش انخطٍح  اْرًايًا

إٌجاتٍح. ذسرخذو ْزِ انشسانح خٕاسصيٍاخ انزكاء الاصطُاػً فً انرُثؤ تانضلاصل انماديح لاذخار 

 ذطثٍك خٕاسصيٍاخ انرؼهى اَنًذى  الادرٍاطاخ انلاصيح ٔذمهٍم انًخاطش فً انًُاطك انًؼشضح نهضلاصل.

  Support Vector Regression ٔ Feed Forward Neural Network ٔLong Short 

Term Memory   ٍنهرُثؤ تذذٔز انضنضال انمادو تُاءً ػهى انثٍاَاخ انراسٌخٍح انرً ذى انذصٕل ػهٍٓا ي

يٍ خلال تٍاَاخ انذساسح نصلاز يُاطك  ،فً انؼشاقنضانً شصذ انضانانجٌٕح ٔ َٕاءانًذٌشٌح انؼايح نلأ

انًٕلغ ٔانؼًك(  مٕج،ان ،يٍساٌ ٔٔاسظ( نهرُثؤ تخصائص انضنضال )انٕلد،يخرهفح فً انؼشاق )انسهًٍاٍَح 

 ٔذمٍٍى أداء انرُثؤ تاسرخذاو تٍاَاخ الاخرثاس.

انخٕاسصيٍح الأفضم  رذذٌذٓا يٍ خلال يماٌٍس انرمٍٍى نيماسَح انُرائج انرً ذى انذصٕل ػهٍ دذً

انرُثؤ فً ًْ الأفضم  Long Short Term Memory نهرُثؤ تانضلاصل. يٍ ْزِ انُرائج ، اسرُرج أٌ

شثكح ػصثٍح يذسُّح   Long Short Term Memoryلأٌ  ،ٔدممد َرائج ٔاػذج انضلاصل تخصائص 

ٕلد انضنضال ت٪ فً انرُثؤ 48دٍس دممد دلح  ،اَفجاس ٔذلاشً انرذسجاخ يشكهح  ًٌكُٓا انرؼايم يغ

، يٕلؼّ، انضنضال مٕج٪ دلح فً انرُثؤ ت41ٔيٕلؼّ ، ٔ  لٕذّ  ،٪ فً ذٕلغ ٔلد انضنضال44دلح  لٕذّ، ٔٔ

 ٔلرّ ٔػًمّ
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